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ABSTRACT
Temporal Credit Assignment in Reinforcement Learning
February, 1984
Richard S. Sutton, B.A., Stanford University
M.S., Ph.D., University of Massachusetts
Directed by: Andrew G. Barto

This dissertation describes computational experiments comparing the perfor-
mance of a range of reinforcement-learning algorithms. The experiments are de-
signed to focus on aspects of the credit-assignment problem having to do with
determining when the behavior that deserves credit occurred. The issues of knowl-
edge representation involved in developing new features or refining existing ones

are not addressed.

The algorithms considered include some from learning automata theory, math-
ematical learning theory, early “cybernetic” approaches to learning, Samuel’s
checker-playing program, Michie and Chambers’s “Boxes” system, and a number of
new algorithms. The tasks were selected so as to involve, first in isolation and then
in combination, the issues of misleading generalizations, delayed reinforcement,
unbalanced reinforcement, and secondary reinforcement. The tasks range from

simple, abstract “two-armed bandit” tasks to a physically realistic pole-balancing

vi



task.

The results indicate several areas where the algorithms presented here perform
substantially better than those previously studied. An unbalanced distribution of
reinforcement, misleading generalizations, and delayed reinforcement can greatly
retard learning and in some cases even make it counterproductive. Performance can
be substantially improved in the presence of these common problems through the
use of mechanisms of reinforcement comparison and secondary reinforcement. We
present a new algorithm similar to the “learning-by-generalization” algorithm used
for altering the static evaluation function in Samuel’s checker-playing program.
Simulation experiments indicate that the new algorithm performs better than a
version of Samuel’s algorithm suitably modified for reinforcement-learning tasks.
Tieoretical analysis in terms of an “ideal reinforcement signal® sheds light on the
relationship between these two algorithms and other temporal credit-assignment

algorithms.
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CHAPTER 1I

INTRODUCTION

The credit-assignment problem for a complex learning system (Minsky, 1961) is
the problem of properly assigning credit or blame for overall outcomes to each of the
learning system’s internal decisions that contributed to those outcomes. In many
cases the dependence of outcomes on internal decisions is mediated by a sequence
of actions generated by the learning system. That is, internal decisions affect
which actions are taken, and then the actions, not the internal decisions, directly
influence outcomes. In these cases it is sometimes useful to decompose the credit-
assignment problem into two subproblems: 1) the assignment of credit for outcomes
to actions, and 2) the assignment of credit for actions to internal decisions. The
first subproblem involves determining when the actions that deserve credit were
taken, and the second involves assigning credit to the internal structure of actions.
Accordingly, the first subproblem is called the {emporal credit-assignment problem,

and the second the structural credst-assignment problem.

For example, consider the difficulties a learning system faces in assigning credit
for the outcome (win, loss, or draw) of a game of chess. The outcome depends on
the moves selected, but the moves typically depend on a multitude of internal
decisions made by the learning system. The temporal credit-assignment problem
is to assign credit to moves for the game’s outcome, by determining precisely when

the position became worse and when better. The structural credit-assignment



problem is to determine which internal decisions are responsible for the selection of
each move, and thereby convert the credit assigned to moves into credit assigned

to internal decisions.

The original complete name given to the credit-assignment problem by Min-
sky (1961) was “the basic credit-assignment problem for complex resnforcement
learning systems” (emphasis added). Although the current use of the term credit-
assignment is not restricted to reinforcement learning (e.g., Dietterich et. al., 1982),
the complete name nevertheless reveals the close relationship between them. For
the purposes of this dissertation, a learning system is defined as a system that uses
information gained during one interaction with its environment to improve its per-
formance in subsequent interactions (after Smith, 1980). A reinforcement-learning
system is a learning system that learns under the influence of reinforcement, where
resnforcement is feedback from the environment that assigns credit to the learning
system’s actions but does not assign credit to their internal structure or indicate

what actions would have been better.

Supervised learning pattern classification (see e.g., Duda and Hart, 1973), for
example, is not reinforcement learning because the environment, in this case called
a “teacher,” indicates what actions should have been taken and thus implicitly as-
signs credit to particular internal decisions. The hypothetical chess-playerdiscussed
above, on the other hand, would be engaged in reinforcement learning because the
outcome of a game only evaluates actions made; it does not indicate which actions
should have been made, and it provides no information at all about the decision

processes internal to the learning system.

This dissertation describes a series of experiments focused on the temporal
credit-assignment problem in reinforcement learning. A range of algorithms from
the artificial intelligence and learning automata theory literature, as well as several

new algorithms, are systematically compared. Whenever possible, the issues re-



garding structural credit-assignment are postponed for future work. The separation
of temporal and structural credit assignment enables complex issues in temporal

credit assignment to be studied in relatively simple reinforcement-learning tasks.

Artificial Intelligence

The earliest studies of learning in artificial intelligence (AI) occurred in the
1950’s (e.g., Farley and Clark, 1954; Minsky, 1954; Selfridge, 1956, 1959; Rosen-
blatt, 1957). By the end of the decade enough experience had been accumulated
with complex learning tasks (e.g., Newell, 1955; Samuel, 1959; Friedberg, 1958;
Friedberg et. al., 1959) to identify some of the fundamental difficulties in con-
structing effective learning systems (e.g., see Minsky and Selfridge, 1961; Minsky,

1961). Foremost among these was the credit-assignment problem.

Most learning programs during these early years of AI were capable of only
rudimentary forms of credit assignment and thus could address only relatively sim-
ple problems in which credit assignment was very easy. The algorithms developed
by Farley and Clark (1954) and Rosenblatt (1957), for example, assigned credit
equally to each decision leading to an overall outcome. Samuel, on the other hand,
directly addressed many important issues in credit assignment and used more so-
phisticated algorithms in his celebrated checker-playing program (Samuel, 1959,
1667).

As the difficulties in attaining effective learning systems became apparent, in-
terest in learning in AI waned. From the mid 1960’s to the end of that decade
relatively little work was done on learning or credit assignment within Al. Al’s
shift away from learning was solidified by the elucidation of some theoretical lim-
itations of the simplest learning machines (Minsky and Papert, 1969) and further
disappointing results (e.g., Fogel, Owens, and Walsh, 1966). The early AI research



into learning and adaptive systems was subsequently pursued more in the fields of
pattern classification (e.g., see Duda and Hart, 1973) and function optimization
(e.g., see McMurtry, 1970; Jarvis, 1975) than in AL

The 1970’s saw a gradual renewal of interest in learning. Several influential
Al systems appeared during this decade that incorporated learning at a high level
(e.g., Winston, 1970; Waterman, 1970; Sussman, 1973; Buchanan et. al., 1976;
Lenat, 1976; Mitchell, 1978; Soloway, 1978). In the 1980, this trend appears
to be continuing and strengthening (e.g., Minsky, 1980; Dietterich and Michalski,
1981; Langley and Simon, 1981; Rissland and Soloway, 1981; Mitchell et. al., 1981;
Carbonell, 1982; Feldman, 1981, 1982; Schank, 1983). Concomitantly, there is
renewed interest in, and growing appreciation of, the credit-assignment problem.
Dietterich et. al. (1982), for example, notes the increasing interest in learning, and
interprets the learning algorithms of several Al systems in terms of their techniques

for solving the credit-assignment problem.

Reinforcement Learning

The term reinforcement learning seems to have come into use in Al and the
engineering disciplines through early work by Minsky (1954, 1961; see also Minsky
and Selfridge, 1961). Psychologists do not use this particular phrase, although
the idea has plainly arisen from their study of reinforcement, and particularly of
instrumental (operant) conditioning. The field of reinforcement learning control
theory also uses the term (e.g., Mendel, 1966; Mendel and McClaren, 1970), and it

is used in many studies of machine learning in areas related to Al

A commonly studied special case of reinforcement learning is that in which the
learning system’s task is to select a stngle optimal action rather than to associate

different actions with different stimuli. In such nonassociative learning problems



the reinforcement is usually the only input the learning system receives from its
environment. Nonassociative reinforcement learning has been studied as function
optimization (e.g., McMurtry, 1970; Helland, 1975), which includes the study of
hillclimbing algorithms (e.g., Howland, Minsky and Selfridge, 1960), as learning
automata theory (e.g., Narendra and Thathachar, 1974), and in regard to the two-
armed bandit problem (e.g., Cover and Hellman, 1970). Although several issues
in nonassociative reinforcement learning are considered in detail in Chapter II, the
primary focus in this dissertation is associative resnforcement learning. In asso-
ciative reinforcement learning tasks, different actions may be optimal in response
to different stimuli. Consequently, the learning system receives stimuli other than

reinforcement, and stimulus-action associations must be learned.

The work of Klopf (1972, 1982) has emphasized that associative reinforcement
learning is different from both nonassociative reinforcement learning and other
types of associative learning (e.g., supervised learning pattern classification). As-
sociative reinforcement learning has not received as much attention from cyberneti-
cians and Al researchers as has these other types of learning, yet it is an cbvious
way to improve the performance of a problem-solving system; its essence is the
“caching” of search results in an associative memory so that future search is con-
verted into simple memory access. The importance of this process is appreciated
by AI researchers (see, e.g., Lenat, Hayes-Roth, and Klahr, 1979), but its use is

not widespread.

Some of the earliest Al work concerned associative reinforcement learning (Far-
ley and Clark, 1954; Minsky, 1954; Minsky and Selfridge, 1961). However, inter-
est in the field quickly shifted from associative reinforcement learning to other
associative-learning problems such as pattern classification. Modern Al research
on learning systems has also, for the most part, declined to consider associative

reinforcement learning and its credit-assignment prcblems.



Outside of Al, algorithms for associative reinforcement learning have been con-
sidered in psychology’s mathematical learning theory (e.g., Bush and Mosteller,
1955; Bush and Estes, 1959), in learning automata theory (e.g., see Narendra
and Thathachar, 1974), and in reinforcement learning control theory (Mendel and
McClaren, 1970). In the latter two cases, however, the primary focus has been
on nonassociative reinforcement learning, with associative reinforcement learning
treated as multiple independent instances of nonassociative reinforcement learning.
A similar approach has been taken by Jarvis (1970), in which separate pattern

recognition and nonassociative reinforcement-learning algorithms are combined.

The Critic and Heuristic Reinforcement

It is common in Al to divide a learning system into components including a
performance element, a knowledge base, and a learning element (Buchanan et.al.,
1978; Dietterich et.al., 1982). Figure 1 shows such a division for the learning sys-
tems examined in this dissertation. All lines of communication among the learning
system’s major components and between the learning system and its environment
are shown. The learning system receives stimult and a primary resnforcement signal
from the environment, and in return generates actions. The performance element is
the component of the learning system responsible for selecting actions as a function
of stimuli, where the selections or selection probabilities at a given time depend
on the state of the knowledge base. The learning element is responsible for making
21l changes in the knowledge base. Breaking slightly with earlier usage (Buchanan
et.al., 1978), the term critic is used here to refer to the component of the learning
system responsible for converting primary reinforcement into a higher quality rein-
forcement signal. This second reinforcement signal is said to be based on heuristics,
either given a priori or learned, and is accordingly called the heuristic resnforcement

signal.
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Figure 1. Information Flow Among Components
of a Learning Process. Single width lines indicate
pathways restricted to transmitting scalars. The critic
component transforms primary reinforcement to heuris-
tic reinforcement and receives information from no other
component of the learning system.

Since the critic’s only output is a reinforcement signal, it can contribute to the
learning process only by aiding temporal credit assignment, not structural credit
assignment. By generating a high (low) reinforcement value at a certain time,
the critic indicates that credit (blame) should be assigned to the action chosen at
that time, but the critic has no means to indicate what action would have been
better, what aspects of the action should have been different, or how the internal
decision-making processes of the performance element should be changed. All

of this structural credit assignment is assumed to be performed by the learning



element, using the heuristic reinforcement provided by the crific. The research
reported in this dissertation is primarily concerned with temporal credit assignment
performed by a critic, i.e., by converting primary to heuristic reinforcement with

the aid of past experience and stimulus information.

Secondary Reinforcement

One way in which a critic can generate a heuristic reinforcement signal that is
more useful than the primary reinforcement signal is through secondary resnforce-
ment. If particular stimuli are regularly followed by high reinforcement, then a
good critic should assign credit o behavior occurring near the time of occurrence
of those stimuli, rather than to behavior occurring near the time of the high rein-
forcement. Credit should be assigned at the earlier time because that was when
the critic was first informed that the high reinforcement was coming, and thus
the most likely time of the action that caused it. Credit delivered by stimuli that
have acquired reinforcing properties through this kind of association with primary
reinforcement is called secondary reinforcement; the stimuli themselves are called
secondary resnforcers. Stimuli can also become secondary reinforcers by associa-
tion with previously established secondary reinforcers rather than with primary
reinforcement. Thus, secondary reinforcement can be “chained” backwards. Min-
sky (1961) has discussed the addition of secondary-reinforcement mechanisms to

reinforcement-learning systems.

Although secondary reinforcement is one of the most important ways in which
heuristic reinforcement can be an improvement over primary reinforcement, it is
excluded from consideration in the early chapters of this dissertation. Chapters II,
ITl, and IV concentrate instead on other temporal credit-assignment issues and on

reinforcement-comparison mechanisms (see Chapter II), the second major class of



mechanisms studied here for constructing helpful heuristic reinforcement signals.

Because information about the actions selected is not used in temporal credit
assignment, or at least it is not in any of the cases considered here, Figure 1
shows the critic as not receiving any information from the performance element. A
temporal credit-assignment algorithm in a sense assigns credit to times and thus

indirectly to the actions made at those times, rather than to the actions themselves.

Simplifications and Extensibility

The research strategy taken here is predicated on the assumption that the
problems of temporal credit assignment are in the main separable from those of
structural credit assignment. If this is correct, then the results and new algorithms
presented here should be extensible to tasks and learning systems that are much
more sophisticated with respect to knowledge representation and structural credit

assignment.

Al is an experimental science, yet the complexity of its programs and problem
domains often makes the interpretation of results very difficult. Programs often
contain so many components and parameters that limitations on computer time
and the sheer number of possibilities make it impossible to experimentally evaluate
how each contributes to performance. Although the researchreported here does not
fully escape these problems, they are greatly eased by simplifying all aspects of the
tasks and learning algorithms not directly relevant to temporal credit assignment.
By virtue of these simplifications, temporal credit-assignment issues are explored
much more thoroughly than would otherwise have been possible, albeit at the cost
of neglecting other issues, most notably those of knowledge representation and

structural credit assignment.



10

The most important simplifications made here are that, in all tasks consid-
ered, 1) the learning system chooses between only two actions at each time, and
2) the correct stimulus-action mapping can be implemented by a performance el-
ement and knowledge base consisting of a linear-threshold operation and a single
real-valued vector. Since enormously more complex decision-making processes are
commonly studied in Al, these are drastic simplifications. However, the complexity
of the decision-making mechanism enters into the credit-assignment process only
after credit has been assigned to the actions taken at each time, and thus it af-
fects structural but not temporal credit assignment. Temporal credit is assigned
independently of the actions selected and of the action-selection process. Assigning
temporal credit using secondary reinforcement, for example, is done purely on the
basis of observing stimuli and their temporal relationship to primary reinforcement;
knowledge of the actions selected or of how they were selected is not needed and
not used. In the case of playing chess, discussed earlier, temporal credit assignment
consists of determining exactly when one’s position has become worse and when
better. The difficulty of this judgment is not affected by the complexity of the
process used to select moves; it can be made purely by inspection of board posi-
tions. Further, a good temporal credit-assignment algorithm for one move-selection

process should also work well with any other.

Methodology

The methodology used throughout most of this dissertation relies strongly on
computer simulation. Through series of simulation experiments, the relative per-
formance (usually, the rate of learning) of a variety of algorithms on specific tasks
is determined. Wherever possible, algorithms proposed by other researchers are

included, allowing the demonstration of advances over existing methods.
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The research reported here progresses incrementally from very simple and con-
strained tasks to more complex and general one with successive chapters. Each in-
crement introduces a characteristic set of problems and issues, and suggests a new
set of experiments and algorithms for investigation, some of which are explored. In
addition, algorithms and tasks analogous to those of preceding chapters, suitably

generalized, are examined to extend and check the generality of earlier results.

Overview by Chapters

Chapter II describes experiments with discrete-action nonassociative reinforce-
ment learning. By excluding the associative aspect, the experiments of this chapter
focus on reinforcement learning in one of its most elemental forms. The algo-
rithms compared in this chapter include several well-studied learning automata
algorithms. The experiments of this chapter introduce the problem of unbal-
anced reinforcement and mechanisms of reinforcement comparison that help solve
it. Results are presented that strongly suggest the superior performance (learn-
ing rate) of algorithms using reinforcement-comparison mechanisms. In Chapter
III reinforcement-comparison mechanisms are generalized from nonassociative to
associative reinforcement learning. The results of this chapter’s experiments show
that some intuitively satisfying algorithms have serious difficulties when compared
to other algorithms. The experiments of Chapter IV deal with the deleterious ef-
fects on learning of delayed reinforcement. The results confirm those of preceding
chapters and establish a baseline performance level with which to compare that of
secondary reinforcement algorithms. Chapter V discusses the design of an adap-
tive heuristic critic (AHC) algorithm for implementing secondary reinforcement,
and relates it to the temporal credit-assignment algorithms used by Samuel (1959,
1967) and Witten (1977). In Chapter VI experiments are described illustrating
the behavior of the AHC algorithm and comparing its performance with that of
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other algorithms. One of the tasks considered in Chapter VI is that of learning to
balance a pole under conditions that create a difficult temporal credit-assignment
problem. This task is due to Michie and Chambers (1968a,b), whose “Boxes” al-
gorithm is one of those with which performance on this task is compared. Chapter

VII contains concluding remarks.



CHAPTER II

EXPERIMENTS WITH NONASSOCIATIVE TASKS

This first series of experiments concerns nonassociative tasks in which the only
signal the learning system receives from its environment is a scalar primary rein-
forcement signal. Such tasks are nonassociative because there is no non-reinforcing
stimuli with which to associate actions. The learning system must find and con-
sistently choose an action so as to maximize the expected value of the primary

reinforcement signal.

The simplest reinforcement-learning tasks are nonassociative, and the tasks
considered in this chapter are particularly simple nonassociative tasks. Never-
theless, temporal credit-assignment issues arise in this chapter’s tasks that also
affect performance on more complex tasks, including those considered in subse-
quent chapters. The issues can be investigated much more easily and thoroughly
in the simple tasks than in the complex ones. Subsequent chapters concern tasks
of greater complexity and generality, but rely on the results obtained with simpler

tasks in the present chapter.

The experiments described in this chapter were designed to compare the con-
vergence rates of a variety of algorithms across a variety of nonassociative tasks.
Although ideally one would like to determine analytically the relative convergence
rates of the algorithms, in practice this is very difficult. Whereas a large number

of disparate algorithms and tasks can be considered experimentally, mathematical

13
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results concerning convergence rates are difficult to obtain even in simple cases.
One mathematical result is presented relating to the convergence (but not rate of

convergence) of one of the new algorithms presented here.

Reinforcement-Comparison Algorithms

There are two broad traditions of research into two types of nonassociative
reinforcement-learning problems. One is that of function optimization (includ-
ing the study of hillclimbing algorithms) (see e.g., McMurtry, 1970, or Jarvis,
1975), and the other is that of learning automata theory (LAT) (e.g., Narendra
and Thathachar, 1974; Lakshmivarahan, 1981) and mathematical learning the-
ory (MLT) (e.g., Bush and Mosteller, 1955; Bush and Estes, 1959; Luce, Bush
and Galanter, 1963, 1965; Atkinson, Bower and Crothers, 1965). The LAT and
MLT researchers are primarily interested in problems with discrete action spaces in
which the learning system chooses one out of two, or one out of n, actions, whereas
those studying function optimization are primarily interested in continuous action
spaces, such as the parameter space of a control system. In addition, LAT and MLT
researchers are most interested in problems that have discrete outcomes, such as
binary-reinforcement, or success/failure, problems, while those who study function
optimization are most interested in problems with continuous-valued performance
measures. These differences have led to differences in the way problems are for-
mulated, and ultimately to differences in algorithms and how they are evaluated.
The major type of problem studied in LAT and MLT has also been studied as the
“n-armed bandit problem” (e.g., Bradt, et al., 1956; Cover and Hellman, 1970).

Most research into associative reinforcement learning has concerned algorithms
that either evolved from, or are very similar to, those studied in LAT and MLT.

Accordingly, this tradition of research into nonassociative reinforcement-learning
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problems is focused on in this chapter’s experiments. The algorithms developed
within this tradition are global-search algorithms that cannot become trapped on
local optima. Unlike hillclimbing algorithms, for example, they do not search by
trying actions that are near previous actions. Actions are not related to one an-
other in terms of nearness or similarity, or in any other sense. Since they are not
local, gradient methods, these algorithms typically do nct incorporate explicit com-
parisons of current reinforcement levels with past reinforcement levels. Within the
framework used in the LAT-MLT tradition, it is not useful to estimate the change
in reinforcement as a function of change in action (since all changes in actions are
the same). It may nevertheless be useful fo compare the current reinforcement level
with past reinforcement levels. Algorithms that do this are called reinforcement-
comparison algorithms. As is discussed below, almost all LAT and MLT research
seems to have been restricted to algorithms that are not reinforcement-comparison

algorithms (called non-reinforcement-comparison algorithms).

A task is called an unbalanced-reinforcement task if its primary reinforcement
signal is biased towards a predominance of either positive values (indicating credit
should be assigned to the learning system’s behavior) or negative values (indicat-
ing blame). Tasks in which the distribution of reinforcement signal values is bal-
anced around the neutral value zero are called balanced-reinforcement tasks. One
might expect a reinforcement-comparison mechanism to provide an advantage on
unbalanced-reinforcement tasks. By comparing current reinforcement with past re-
inforcement, a reinforcement-comparison mechanism can produce a new (heuristic)
reinforcement signal which is balanced or nearly balanced. Removing imbalances
in this way may aid learning. The experiments described in this chapter were

designed to test this hypothesis.
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The Independence-of-Path Assumption

The failure to consider reinforcement-comparison algorithms in MLT can be
traced to the “independence-of-path assumption” that practically all researchers
in this field adopted. The tndependence-of-path assumption is the assumption that
the only memory of past experience a learning system retains is contained in the
probabilities of selecting each action. In other words, these action probabilities
encode the entire state of the learning system. Its subsequent behavior is completely
independent of the path (i.e., sequence of events) by which the action probabilities

reached their current values.

The independence-of-path assumption precludes the consideration of
reinforcement-comparison algorithms. A reinforcement-comparison algorithm by
definition retains memory about past levels of reinforcement and uses it to guide
changes in its action probabilities. Thus a reinforcement-comparison algorithm’s
current state includes its memory of past reinforcement levels in addition to the

action probabilities, and it cannot meet the independence-of-path assumption.

As learning automata were initially defined (Tsetlin, 1961, 1973), they in-
cluded the possibility of reinforcement-comparison algorithms. However, possibly
due to the strong influence =~ MLT has had on LAT, most contemporary LAT is
restricted to algorithms that meet the independence-of-path assumption. In brief,
a stochastic learning automaton is an automaton whose next state is determined
by a probability distribution over its states, where the probability distribution is
modifiable by a learning process. If the states of the automaton are placed in
one-to-one correspondence with its actions, as is often done, then the automaton
retains no memory except for that of its previous action and its current probability
distribution. Since knowledge of the previous action is used to update the proba-
bility distribution, and not to select actions, this restriction is identical to that of

the independence-of-path assumption.
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Contemporary LAT research seems to be restricted to the case of a one-to-
one correspondence between actions and states. For example, Narendra and
Thathachar in a review article (Narendra and Thathachar, 1974) define learn-
ing automata in the general case, but then go on to consider only the restricted
class of automata. In his book Lakshmivarahan (1981), another researcher in this
area, simply includes the restriction in his definitions. I have recently become
aware of several algorithms discussed by Mars and Poppelbaum (1981) which are
reinforcement-comparison algorithms. The relationship between these algorithms

and those discussed here has not yet been investigated.

MLT and LAT have demonstrated that non-reinforcement-comparison algo-
rithms are capable of eventually solving nonassociative reinforcement-learning
problems. Several forms of asymptotic near optimality — near-optimal perfor-
mance as time goes to infinity — have been shown for the non-reinforcement-
comparison algorithms considered in these fields. However, in practice, rate of
convergence is of critical importance to the usefulness of an algorithm, and those
that have been proven to to be near optimal have tended to be very slow. This
chapter describes a series of computer simulations of 10 learning algorithms, some
that are reinforcement-comparison algorithms, and some that are not, applied to 6
nonassociative reinforcement-learning tasks. These experiments were designed to

compare the convergence rates of the algorithms across tasks.

Tasks

The 6 learning tasks are summarized in Table 1. There are 3 each of 2 types

of tasks, called binary-reinforcement tasks and continuous-reinforcement tasks. In
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Table 1. Summary of Nonassociative Tasks.

Task Reinforcement r range 7 mean Relevant
Number Type Action 1  Action 0 Algorithms
1 Binary {1,-1} 9 .8 1-9
2 Binary {1,-1} 2 1 1-9
3 Binary {1,-1} 55 45 1-9
4 Continuous R 9 8 4-10
5 Continuous R —.8 -9 4-9
6 Continuous R .05 —.05 4-9

binary-reinforcement tasks each interaction of the learning system with the envi-
ronment has one of two outcomes. The goal of the learning system is to maximize
the number of interactions that result in one outcome, called success, and minimize
the number that result in the other outcome, called fatlure. The learning system is
made aware of the outcome of its action y[t| taken at time ¢ by the reinforcement
r[t + 1] it receives at time ¢+ 1. If the outcome is success, r[t + 1| has the value

+1, and if the outcome is failure, r[t + 1] has the value —1.

In continuous-reinforcement tasks each cutcome is a real-valued reinforcement.
For example, the reinforcement r[t + 1] corresponding to the action y[t] might
take on values in the real interval [—1,+1]. In continuous-reinforcement tasks the

goal of learning is to maximize the expected value of the reinforcement.

All 6 tasks are binary-action tasks: the learning system chooses one of two

actions, Action O (y[t] =0) or Action 1 (y[t] =1).

For binary-reinforcement tasks, the environment is fully characterized by two
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conditional probabilities. One is the probability that r[t+1] = +1 given that y[t] =
0, and the other is the probability that r[t + 1] = +1 given that y[t] = 1. The
success probabilities conditional on each action for the three binary-reinforcement

tasks are given in Columns 4 and 5 of the first three rows of Table 1.

For simplicity the tasks were constructed such that Action 1 is the better
action on all tasks*. On Tasks 1-3 this was achieved by selecting a higher success
probability conditional on Action 1 than that conditional on Action 0. These tasks
include one on which both success probabilities are high (Task 1), one on which
both success probabilities are low (Task 2), and one on which one of the success
probabilities is greater than —21- and the other less than % (Task 3). Tasks in which
the distribution of positive and negative reinforcement values is not balanced are
called unbalanced-reinforcement tasks. Tasks 1 and 2 (and Tasks 4 and 5, discussed

below) are unbalanced-reinforcement tasks.

One might expect an unbalanced-reinforcement task such as Task 1 to present a
special problem for learning algorithms because even the incorrect action is followed
by success almost all (80%) of the time. An unbalanced-reinforcement task such
as Task 2 might also be problematic because the correct action is followed by
failure almost all (80%) of the time. By contrast, a balanced-reinforcement task
such as Task 3 should be easy to solve, because the correct action is successful
more than half the time and the incorrect action is unsuccessful more than half
the time. Thus, these three tasks cover the major classes of non-trivial binary-

reinforcement/binary-action tasks.

Columns 4 and 5 of the last three rows of Table 1 list the expected value of the
reinforcement signal for each action on the three continuous-reinforcement tasks.

For each of these tasks reinforcement is selected according to a uniform distribution

* Since all learning algorithms applied to these tasks are symmetrical with respect to the two
actions, they can not take advantage of this uniformity.
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centered at the mean indicated in Table 1 and extending 0.1 to either side. For
example, if the learning system selects Action 1 at time ¢ on Task 4, then the
reinforcement at time ¢+ 1 is selected according to a uniform distribution over the
interval from 0.8 to 1.0. The means and widths of the uniform distributions de-
termining reinforcement were selected close together and narrow respectively so as
to amplify differences between binary-reinforcement and continuous-reinforcement

tasks.

The three continuous-reinforcement tasks (Tasks 4-6) were selected to cover
roughly the same space of relative difficulties as the binary-reinforcement tasks.
One task was constructed so that the expected value of reinforcement would be
positive for both actions (Task 4), one so that the expected value of reinforcement
would be negative for both actions (Task 5), and one so that the expected value
of reinforcement would be positive for one action and negative for the other (Task

6). Tasks 4 and 5 are unbalanced reinforcement tasks.

Algorithms

The 10 learning algorithms are summarized in Table 2. Each algorithm selects
its actions probabilistically; =|t] denotes the probability with which Action 1 is
selected at time ¢. Not all algorithms were applied to all tasks. The tasks to which

each algorithm was applied are indicated in the last column of Table 2.

Algorithms 1-3 are well-known learning automata algorithms. They are, re-
spectively, linear reward-inaction ( Lgy ), linear penalty-inaction ( Lpy ), and linear
reward-penalty ( Lpp). These algorithms apply different update equations for

success and failure and are only applicable to the binary-reinforcement tasks.

Algorithm 10 is also a learning automaton algorithm (Mason, 1973). It was
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Table 2. Nonassociative Learning Algorithms.

Algorithm  Update Rule Relevant Tasks
1 wlt + 1) = xlt] + {g,(”{t] — =l i :{fi ﬂ -4 1-3
2 W+”=“M+{&me_ﬂm,§$iﬂzil 1-3
S s R BT P
4 wlt + 1] = wlt] + ar[t + 1](y[t] - 1) 1-6
5 w[t + 1] = wlt] + arft + 1](y[t] — #[t]) 1-6
6 wlt + 1] = wlt] + a(rft + 1] - r[t])(s]t] - 3) 34
7 wlt + 1] = wlt] + a(r[t + 1] - r[t]) (4]¢] - =[e]) 3.4
8 wlt +1] = wlt] + afr[t + 1] - pl¢])(st] - }) 1-6
9 wlt +1] = wlt] + a(r[t + 1] - ple])(y]t] - =[¢]) 1-6
10 xlt + 1] = 7t] + arft + 1)(]t] - #[¢)) "

Where:

wlo) =0, o] = .;. dle (1,0}, >0,

and =|t] is the probability that yft] =1.

For Algorithms 4-9:  yft] = { (1)’ gtzjli-i:g[t] >0

where g5[t] is a normally distributed random variable of mean 0 and standard deviation o, = .3.

For Algorithms 8 and 9:  p[t + 1] = p[t] + B(r[t + 1] — p[t]), where p[0]=r[l] and B=0.2.
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designed for tasks in which the environment returns a real-valued reinforcement
in the interval from 0 and 1. These tasks are called S-model environments in the
learning automata literature (see e.g., Narendra and Thathachar, 1974). Algo-
rithm 10 was applied only to Task 4, because this is the only task in which the

reinforcement is always between 0 and 1.*

Whereas Algorithms 1-3 and 10 directly update the probability =[t] of choosing
Action 1, Algorithms 4-9 operate by updating a modifiable parameter w(t] that

determines this probability according to:

w[t] = ®(wlt]/0y), (1)

where ®(-) denotes the unit normal distribution function, and ¢, = .3. Compu-
tationally, Algorithms 4-9 determine their action y[t| according to the sign of the
sum of w[t] and a random variable g[t] selected according to a normal distribution
with mean 0 and standard deviation oy, . If the sum is greater than 0, Action 1 is

chosen, otherwise Action O is chosen:

Jit] = {1, if wlt] +n[t] > 0; @)

0, otherwise.

This manner of selecting actions yields the probability #[t] as a function of
w[t| given by (1). The normally-distributed random variables used in these exper-
iments were obtained by passing a uniformly-distributed (pseudo-)random number
though the inverse of the normal-distribution function, approximated by linear in-
terpolation with a 20-element table. This method gives a good approximation to
the normal distribution in its tails, which can be important in preventing spurious

convergence.

* Algorithm 10 could also have been applied to Tasks 1-3 by using r[t] = 0 for failure instead
of r[t] = —1, but in this case Algorithm 10 would be equivalent to Algorithm 1.
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According to (1), any value of w(t] determines a legitimate value for #[¢], i.e.,
one between 0 and 1. Algorithms that update w[t], such as Algorithms 4-9, are
therefore relatively easily applied to a wide range of different tasks. Unlike the
algorithms that update =[t] directly, one need never worry about #[t] exceeding
the allowed range for a probability. Algorithms 4-9 are the only algorithms applied
to all 6 tasks.

Algorithms 4-9 include both reinforcement-comparison algorithms (6-9) and
non-reinforcement-comparison algorithms (4 and 5) of several different types. Dis-
cussion of their differences and similarities is deferred until the discussion of the

results of the simulation experiments.

Each algorithm is parameterized by a single parameter o that determines the
learning rate. For small positive values of «, learning is slow. For larger values of
o, learning is faster, but if o is too large, then too much weight is put on early
experience and convergence onto the incorrect action is possible. Accordingly,

performance is typically an inverted-U shaped function of «.

Results

For each algorithm and each task to which it was applied, simulation experi-
ments were performed with 8 different values for the learning-rate parameter «.
These 8 values are the non-positive powers of 2, 20 through 2-7, ie., o = 1.,
.5, .25, .125, .0625, .03125, .015625, and .0078125. For each algorithm, task, and
learning constant, 200 simulation runs were made, each of 200 time steps. The
200 runs differed from each other only in the choice of the initial seed for the

pseudorandom number generator.

At the end of each run the final probability with which the algorithm selected
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Action 1, w[201], was determined. Since for all tasks Action 1 is the better of
the two actions, this probability provides a measure of the performance of the
algorithm. Figures 2-7 are plots of the average value of this final probability,
averaged over 200 runs, for each algorithm, task, and o value. Each figure presents
all the averages for a single task. For example, Figure 2 plots all the data from all

runs made with Task 1.

In most cases performance of each algorithm was an inverted-U shaped function
of a.* Since many of these algorithms are quite different and use the a parameter
in different ways, it is not valid to compare the performance of different algorithms
at the same a values. The approach taken here is to compare the performance of
different algorithms on a task each with its own best o value, that is, each with
the a value that resulted in the algorithm’s best average performance on the task.

Using this performance measure, Figure 8 compares all algorithms on all tasks.

Consider the performance of Algorithms 6-9, shown in the lower graphs of
Figures 2-8. On Tasks 4-6, Algorithms 6-9 performed virtually identically. On
Tasks 1-3, Algorithm 9 performed slightly better Algorithms 6-8, but the general
trend in performance as « varies is very similar, and the best performances of
all these algorithms are not greatly different. Since these algorithms performed so
similarly, and since Algorithm 9 performed the best of them on all tasks, only data
from Algorithm 9 is plotted in the upper graphs of each figure for comparison with
the other algorithms.

The performance plots in the upper graphs of Figures 2-8 (due to Algorithms
1-5 and 9-10) show much wider variation than those in the lower graphs. On all

tasks except Task 6, some algorithms performed very well, while others performed

* The major exceptions to this generalization are Algorithms 6-9 on Tasks 4-6, in which
performance continued to improve with o over the entire range of « ’s tested. Performance
would probably have continued to improve slightly for these algorithms if higher values of «
had been tested, but the performance levels are already so high that the question is moot.
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Figure 2. Algorithm Performance on Task 1
of Chapter II. Task 1 is a binary-reinforcement
task with an imbalance of positive over negative re-
inforcement signal values. Each point represents the
average performance over all runs with a particular
algorithm and o value, where performance on a run
is defined as the probability of selecting the correct
action at the end of the run. Points due to the same
algorithm (with different « values) are connected
by lines; the numeric label indicates the associated
algorithm.
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Figure 3. Algorithm Performance on Task 2
of Chapter II. Task 2 is a binary-reinforcement
task with an imbalance of negative over positive re-
inforcement signal values. Each point represents the
average performance over all runs with a particular
algorithm and o value, where performance on a run
is defined as the probability of selecting the correct
action at the end of the run. Points due to the same
algorithm (with different o values) are connected
by lines; the numeric label indicates the associated
algorithm.
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Figure 4. Algorithm Performance on Task 3
of Chapter II. Task 3 is a binary-reinforcement
task with a balanced distribution of positive and
negative reinforcement signal values. Each point
represents the average performance over all runs
with a particular algorithm and a value, where per-
formance on a run is defined as the probability of
selecting the correct action at the end of the run.
Points due to the same algorithm (with different o
values) are connected by lines; the numeric label in-
dicates the associated algorithm.
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Figure 6. Algorithm Performance on Task 4
of Chapter II. Task 4 is a continuous-reinforcement
task with an imbalance of positive over negative re-
inforcement signal values. Each point represents the
average performance over all runs with a particular
algorithm and a value, where performance on a run
is defined as the probability of selecting the correct
action at the end of the run. Points due to the same
algorithm (with different o values) are connected
by lines; the numeric label indicates the associated
algorithm.
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Figure 6. Algorithm Performance on Task &
of Chapter II. Task 5 is a continuous-reinforcement
task with an imbalance of negative over positive re-
inforcement signal values. Each point represents the
average performance over all runs with a particular
algorithm and a value, where performance on a run
is defined as the probability of selecting the correct
action at the end of the run. Points due to the same
algorithm (with different o values) are connected
by lines; the numeric label indicates the associated
algorithm.
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Figure 7. Algorithm Performance on Task 6
of Chapter II. Task6 is a continuous-reinforcement
task with a balanced distribution of positive and
negative reinforcement signal values. Each point
represents the average performance over all runs
with a particular algorithm and « value, where per-
formance on a run is defined as the probability of
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values) are connected by lines; the numeric label in-
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very poorly, varying from task to task. Algorithm 4, for example, performed the
best of all algorithms on Tasks 3 and 6, but worst of all algorithms on Tasks 4 and
5, as well as performing very poorly on Task 2. Algorithm 1, on the other hand,
performed the best of all algorithms on Task 2 and performed only “reasonably
well” on Tasks 1 and 3, the only other tasks to which it was applied.

Of those algorithms whose performance is plotted in the upper graphs of Figures
2-8, the only one that performed well on all tasks is Algorithm 9. Algorithm 9
performed the best of all algorithms on Tasks 1, 4, and 5, tied for best on Task 6,

and was a close second on the remaining Tasks 2 and 3.

To determine which differences between performances are statistically signifi-
cant, a one-tailed f-test was used to determine the probability of obtaining each
observed difference given the null hypothesis that underlying populations have the
same mean value. According to this measure, almost all the performance differ-
ences shown in Figure 8 are highly statistically significant. For example, even the
difference between the best performances of Algorithms 9 and 5 on Task 3, one of
the smallest differences mentioned above, is statistically significant at the P < .01

level.

Although the one-tailed £-test is an appropriate statistic for these data, there
are several reasons for caution in applying and interpreting it. First, there is
sampling error in «: not all values of o were used in these experiments, and thus
a statistically significant difference could appear between two algorithms merely
because the optimal value was used for one while the optimal value for the other
fell between those used. Fortunately, in these data there do not seem to be very
large changes in performance from one value of o to the next value near the optimal
a. Second, the t-test does not take into consideration the fact that only the best
averages for each task and algorithm are compared. If the rest of the data had

been included, more differences might be significant.
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Discussion

Algorithms 6-9: Short-Term vs. Long-Term Reinforcement Compari-
son. Algorithms 6-9 are reinforcement-comparison algorithms. Algorithms 6 and
7 compare the current reinforcement and the preceding reinforcement, rlt+1]—rt] .
Algorithms 8 and 9 are somewhat more ccmplex. Rather than compare current
reinforcement with immediately preceding reinforcement, they compare it with a
long-term measure of prior reinforcement. These algorithms compare current re-
inforcement with a real-valued variable called the ezpected level of reinforcement,
whose value at time ¢ is denoted p[t]. That is, they update w according to
r[t + 1] — p[t], where p[t] is an exponentially-weighted average, or trace, of the
preceding reinforcement values r[t], r[t — 1], r[t — 2], ..., with greater weight

going to more recent reinforcement values. In particular,
plt+ 1 =plt] + Bt +1]—plt) V>0 and  ploj=0,  (3)

where 0 < f < 1. B = .2 for all simulation runs reported here. Since p[t] is
incremented fractionally according to its difference from r[t + 1], p[t] tracks the
level of r[t+1]. If r remains constant, p asymptotically approaches that constant
level. The parameter £ determines how quickly p matches a fixed level of r, and
how quickly it tracks a changing level of r. A fairly low value for g, such as the .2
used in these experiments, implies that p[t] tracks r[t + 1] relatively slowly. With
B = .2, p[t] is 20% (.2) due to r[t], 16% (.2-.8) due to r[t — 1], 13% (.2-.82)
due to r[t—2], and 2% (.2-.8!" ) due to r[t —10], etc. If B is 1, then p[t] exactly
equals r[t], and Algorithms 8 and 9 reduce identically to Algorithms 6 and 7.

The lower part of Figure 8 shows that the reinforcement-comparison algorithms
with the long-term measure of preceding reinforcement (Algorithms 8 and 9) per-

formed significantly better than those with the short-term measure (Algorithms 6
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and 7) on Tasks 1-3, and identically on Tasks 4-6.

Algorithms 4-9: Structural Credit Assignment. For the moment consider
Algorithms 4-9 in pairs, 4 with 5, 6 with 7, and 8 with 9. The algorithms of
each pair are identical except for the factors of their update equations involving
which action is taken. The even-numbered algorithms use y[t] — -;- in this capacity
whereas the odd-numbered algorithms use y[t] — w[t]. Both factors involve the

action taken at time ¢, and the second factor also involves the action probability.

y[t] — % is -% when Action 1 is chosen and —-;- when Action 0 is chosen. The
absolute value of this factor is constant, and its sign encodes which action was
taken. The factor y[t] — x[t] is somewhat more complex. On the earliest trials
before wlt] has changed very much from 0, y[t] — #[t] operates exactly as y[t] — 1
does because lt] is is near its initial value of 1. As wlt] moves significantly away
from 0, =[t] moves toward either 0 or 1, and y[t] — x[t| begins to behave differently
from y[t] - %— . The two factors always have the same sign, but their absolute values
differ. In comparison to y[t] — %, y[t] — x[t] amplifies changes in wl[t] on those
steps on which the less-likely action is taken, and diminishes changes in w[t] on
those steps on which the more-likely action is taken. For example, if w[t] is .9,
then y[t] — «[t] is 1 — .9 = .1 if the more-likely action, Action 1, is chosen, and

0 — .9 = —.9 if the less-likely action, Action 0, is chosen.

It is not clear from the results shown in Figure 8 which algorithm of each pair is
better. Algorithm 9 (using y[t]| —«[t] ) performed somewhat better than Algorithm
8 (using ylt] -—% ) on Tasks 1-3, and as well as Algorithm 8 on Tasks 4-6. Algorithm
7 (using y[t] — 7[¢]) in turn performed somewhat better than Algorithm 6 (using
y[t] — 1) on Task 2, worse on Task 1, and as well on Tasks 3-6. These differences
are significant at the P < .01 level except for the differences on Task 1, which are
significant only at the P < .05 level.
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The differences between the performances of Algorithms 4 and 5 were much
larger and more varied than those between the members of the other pairs of
algorithms. Algorithms 4 and 5 performed nearly equally as well on Tasks 4 and
6 (the difference on Task 4 is not statistically significant; the difference on Task 6
is significant, but it probably would not have occurred if higher values of a had
been tried for Algorithm 5). On the remaining tasks, Algorithm 4 (using y[t] — §)
performed significantly better than Algorithm 5 (using y[t] — #[¢]) on Tasks 1 and

3, and dramatically worse on Tasks 2 and 5.

What is the reason for the very poor performance of Algorithm 4 on Task 27
Task 2 is the binary-reinforcement task whose outcome is failure on almost all steps
irrespective of the action chosen, although failure is slightly less likely (.8 versus

.9) if Action 1 is chosen. Algorithm 4 uses the following update rule:
1
w(t + 1] = w(t] + ar[t + 1](y[t] - 5)’

where r[t+1] € {—1,1} on Task 2. This algorithm moves w in the right direction—
positively—on Task 2, but as it starts to favor Action 1, the movement of w begins
to slow down and ultimately stops. The problem is that as the algorithm starts to
choose Action 1 more often than Action 0, most failures occur on Action 1 steps
simply because Action 1 steps occur more frequently, and most steps end in failure
in any case. The equilibrium probability of selecting Action 1 — that value of
m at which the expected value of w(t + 1] given w[t] is the same as w[t] — for

Algorithm 4 on Task 2 is readily computed. At equilibrium,
E {wlt +1] | w[t]} = wlt],
where E{- |-} denotes a conditional expectation. In other words,

E{Ault] | wlt]} = E {w|t + 1] — w[t] | w[t]} = o.



36

Using P{- |-} to denote a conditional probability,

E{avwlt] |wlt]} = P{ylt] = 1| w[t}P{rlt +1] =1]|y[t] =1} «1(1 - .5)

+P{ylt] = 1| wlt]}P {rlt + 1] = 1] y[t] = 1}  (~1)(1 - .5)
+P{ylt] = 0| wlt]}P{r[t +1] = 1| y[t] = 0} & 1(0 — .5)
+P{ylt] =0 | wlt]}P {r[t +1] = -1 y[t] = 0} a (—1)(0 — .5)

=rt].2a.5
+ [t 8o (~.5)
+ (1 - n[t]).1 a(—.5)
+(1—nlt]) 9.5

= Sal.1+.9+nlt](2-8+.1- .9)] —0,

implying that
w[t] = 4/7 ~ 57.

Figure 3 shows that the final values of 7 for Algorithm 4 were in fact all near .57.

Algorithm 5 differs from Algorithm 4 only in the replacement of the ylt] —
% factor by y[t] — m[t], and yet this is enough to completely solve the problem
described above. As Algorithm 5 starts to choose Action 1 more often, it oo
starts experiencing more steps on which it chooses Action 1 and whose outcome is
failure, but because of the y[t| — #[t] factor, the effect of each of these failures is
diminished. Unlike Algorithm 4, Algorithm 5 results in the probability of choosing

the correct action continuing to increase towards 1 on Task 2.

In conclusion, these results show that algorithms using y[t] — 7[t] sometimes
show improved and sometimes degraded performance over the corresponding al-
gorithms using y[t] — 1. Where y[t] — x[t] improves performance, it sometimes
improves it dramatically, and where it degrades performance, it degrades it rela-
tively little. Finally, for the best performing algorithms (8 and 9), the y[t] — «[t]

factor results in a small consistent improvement across tasks.
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Algorithms 1-10: Reinforcement-Comparison Mechanisms. The algo-
rithms with reinforcement-comparison mechanisms (Algorithms 6-9) performed
much better across tasks than the comparable algorithms without reinforcement-
comparison mechanisms (Algorithms 4 and 5). Although Algorithm 4 performed
best of all algorithms by small margins on the balanced-reinforcement tasks (3 and
6), it performed far worse than the reinforcement-comparison algorithms on Tasks
2, 4, and 5. On Tasks 4 and 5 all reinforcement-comparison algorithms showed
complete and correct learning, and all other applicable algorithms showed only a
very low level of learning. These results indicate that reinforcement-comparison
mechanisms improve performance on unbalanced-reinforcement tasks (1, 2, 4, and
5), and at least do not degrade performance on balanced-reinforcement tasks (3
and 6).

Algorithms 1, 2, 3, and 10 are learning automata algorithms commonly dis-
cussed in the literature. Although these algorithms are not particularly noted for
their speed of learning, they provide useful reference points with which to compare
the performance of the other algorithms. Algorithms 1-3 could be applied only to
the binary-reinforcement tasks (1-3). Algorithms 2 and 3 were the poorest per-
formers on these tasks, and Algorithm 1, on balance, performed significantly worse
than several of the other algorithms, including particularly the best reinforcement-
comparison algorithm, Algorithm 9. Algorithm 10 was the only learning-automaton
algorithm applied to Task 4. However, it did no better than the other algorithms
in challenging the greatly superior performance of the reinforcement-comparison

algorithms on the continuous-reinforcement tasks.
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Absolute Expediency of a Reinforcement-Comparison Algorithm

This section presents a proof regarding the asymptotic convergence of a
reinforcement-comparison algorithm. Such convergence results are often difficult
to obtain for algorithms, such as reinforcement-comparison algorithms, which do
not adopt the independence-of-path assumption. The following proof illustrates

that such results are at least possible in special cases.

Consider the reinforcement-comparison algorithm defined by:
n[t + 1] = «[t] + Ax|t] where  An[t] = a(r[t + 1] — r[t])(y[t] — =[t]), (4)

0 < a < 0.5, «[t] is the probability that y[t] = 1, and r[t+1] € {—1,1} is success
or failure depending on the action y[t] € {0,1}. Performance J[t] at time ¢ is

defined as the expected value of the reinforcement signal at time ¢:
J[t] = E {r[t + 1] | =[t]}.

An algorithm for generating successive values for 7 is normally said to be absolutely

ezpedient if and only if performance increases in expected value from step to step:
E{J[t+1] | «[t]} > J[t], (5)

for all t, for all values of «[t], and for all possible binary-reinforcement tasks (i.e.,
for all (non-equal) success probabilities for the two actions) (cf. e.g., Narendra and

Thathachar, 1974).

The criterion of absolute expediency given by (5) is not well-defined for the
algorithm given by (4), because, in using the expression E {J[t+ 1] | «[t]}, (5)
implicitly assumes that the expected value of J[¢t + 1] is well-defined given only
n[t]. For algorithms such as (4), which include memory variables other than

m[t], this is not so. Although E {J[t+ 1] | x[t]} is not defined for this algorithm,
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E{J[t+1] | n[t],x[t — 1]} is. It is this quantity which is shown here to increase
from step to step. That is, henceforth a criterion is used which considers an

algorithm to be absolutely expedient if and only if:

E{J[t+1] | xft], x[t — 1]} > J[¢], (6)

for all ¢, for all values of #[t] and #[t— 1], and for all binary-reinforcement tasks.

Theorem. The algorithm given by (4) meets the criterion of absolute expediency

given by (6).

Let

pr=P{rlt+1]=1]ylt] =1} and po=P{rt+1]=1]y[t] =0}.

Then

Jit] = E{rlt + 1] | x[t]}
= pi#ft] + po(1 — #[t]) — (1 — pa)xt] — (1 — po)(1 — n[¢])

=2ps— 1+ Zﬁ[t](pl - po).

Since J[t + 1] is a linear function of [t + 1], it suffices to show that
E {Anr[t] | x[t], x|t — 1]} is of the right sign, i.e., is positive if p; > py, and negative
if p1 < po. To compute this expected value one must consider 8 cases, one for each

of the possible combinations of values for y[t], r[t + 1] and r[t]:
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E{Axl[t] | x[t],x[t — 1]} =
w(t] py P {rlt] =1 x[t — 1]} a« 0(1 — x[t])

+xt] p1 P {r[t] = —1| x[t — 1]} @ 2(1 — =[t])

+aft] (L= p1) P{rlt] = 1| xft — 1]} & (-2)(1 — =[t])

+x[t] (1 —p1) P{r[t] = —1| x|t — 1]} 2 O(1 — =[¢])

+ (1 —=[t]) po P{r[t] = 1| x[t — 1]} « 0(0 — x[t])

+ (1 —x[t]) po P{r[t] = —1| =]t — 1]} @ 2(0 — =[t])

+ (1 —=ft]) (1 —po) P{rlt] = 1| x[t — 1]} & (-2)(0 — =[t])

+ (1 —=[¢]) (1 —po) P{rlt] = —1| x[t — 1]} 2 0(0 — =[t])
(Letting g = P {rft] =1 | x[t — 1]})

= wft)(1 - #[t]) & 2(101(1 —q)-(-p)a-po(1-g)+(1- po)q)
= a 2x(t](1 — #[¢])(p1 — po)-

Since [t] is always between O and 1, this expression is always of the same sign

as p; — po- Q.E.D.

Extensions

The simulation experiments reported here need to be extended and verified
in several ways. A great many more algorithms should be tried, including other
algorithms from the learning automata literature, algorithms from the n-armed
bandit literature, and reinforcement-comparison algorithms other than those tried
here. For example, an algorithm that forms separate estimates of the expected

reinforcement for each action, and then compares them to determine its action
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probability is a reinforcement-comparison algorithm, though different from those

compared here, and would make an interesting addition to this study.

The only real difficulty in extending the experimental work in the direction
of additional algorithms is the great number of possible algorithms and the large
number of experiments that would need to be run. In the experiments reported
here only a single parameter of each algorithm was varied to determine its highest
performance level, but for other algorithms 2 or even 3 parameters may need to be

varied.

The experiments reported here also need o be extended to other tasks. Other
variants of the binary-action with binary or continuous-reinforcement tasks investi-
gated here would be useful, but it is probably more important to experiment with
other classes of tasks. Tasks with more than 2 actions or more than 2 discrete
reinforcement levels (called Q-model environments in the LAT literature) come to

mind.

Finally, further mathematical analysis is also clearly called for. The superior
performance of reinforcement-comparison algorithms in these simulations suggests
that such algorithms may be worth analyzing, despite the difficulties. Only a single
minor result has been presented here; other mathematical results relating to the
convergence of reinforcement-comparison algorithms, or to the learning-rate of such

algorithms, would be of great interest.

Conclusions

These results strongly suggest that learning automata theorists and mathe-
matical learning theorists may have excluded some of the fastest learning algo-

rithms by not considering reinforcement-comparison algorithms. On unbalanced-
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reinforcement tasks, reinforcement-comparison algorithms tend to learn much more

rapidly than analogous algorithms without reinforcement-comparison mechanisms.

These results do not prove that reinforcement-comparison algorithms are supe-
rior to non-reinforcement-comparison algorithms. Strictly speaking, the conclusion
that reinforcement-comparison mechanisms greatly improve learning rate applies
only to this particular set of algorithms and tasks. However, these results can-
not help but suggest that remembering past reinforcement levels for subsequent
comparison may be an essential feature of robust and high-performance learning

algorithms for discrete-action nonassociative reinforcement-learning tasks.



CHAPTER 1III

ASSOCIATIVE LEARNING

Associative-learning tasks are tasks in which a mapping from input to output
must be formed by the learning system. Stimuli and actions must be associated in
such a way that the occurrence of a stimulus evokes the most suitable or appro-
priate action. Learning in pattern classification, for example, is associative learn-
ing because associations are learned between patterns (stimuli) and classifications
(actions). However, pattern-classification learning is typically not reinforcement
learning because the learning system is not required to search for the best clas-
sifications — these are provided by a “teacher” during a training sequence. In
nonassociative-learning tasks, such as those considered in the preceding chapter,
the learning system need only find the best action, it need not associate it with

any stimulus.

The word “associative” in associative learning is not meant to suggest that it is
necessarily symmetrical, non-symbolic, or distributed, but only that what is learned
is an association or linking of actions to stimuli. Any such other connotations of
the word “associative” are coincidental. This kind of learning could equally well be
called “mapping learning,” to emphasize that a set of relationships, or “map,” is
learned, or it could equally well be called “learning with stimuli” to emphasize that
this type of learning always involves non-reinforcing stimuli used to select actions

as well as reinforcement input to evaluate them.

43
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The experiments described in this chapter compare the performance of 11
associative-learning algorithms on 12 associative reinforcement-learning tasks. The
algorithms are generalizations of those studied in Chapter II. The experiments focus
on problems of misleading generalization occurring when similar stimuli must be
discriminated. In Chapter II, reinforcement-comparison mechanisms were shown
to improve performance on unbalanced-reinforcement tasks. One purpose of the
experiments of Chapter III is to determine whether they ease the problem of mis-

leading generalizations as well.

Approaches to Associative Learning

There have been at least three approaches to the problem of associating actions
with stimuli: The tndependent-assocsations approach, the stimulus-sampling-theory
approach, and the linear-mapping approach. Each of these approaches to associa-
tive learning and the relationships between them are discussed below. A fourth
approach, not discussed here, is based on matching stimuli to prototypes, and se-
lecting actions based on which prototype matches best (e.g., Reilly, Cooper and
Elbaum, 1982; Hampson and Kibler, 1982; Spinelli, 1970; Anderson et.al., 1977).

An important issue in evaluating approaches to associative learning is that of
stimulus similarity. How stimulus similarity is handled determines when general-
ization between stimuli occurs and when discrimination is possible. Generalization
between stimuli occurs when training to one stimulus transfers and influences be-
havior (action selections) to another stimulus. When the transfer is positive, i.e.,
when the action learned in the presence of the first stimulus becomes more likely
to occur in the presence of the second stimulus as a result of the training, then
the two stimuli are said to be similar. Stimulus discrimsnation refers to the ability

of a system fo learn to perform two different actions in response to two different
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stimuli. In stimulus discrimination, one is usually concerned with discriminating
between stimuli that are similar, in which case generalization between them may
make their discrimination difficult. The ability to perfectly discriminate stimuli
implies the ability to overcome any generalization between them and to behave

differently to them with 100% reliability.

The Independent-Associations Approach. One approach to associative learn-
ing is to make a separate association to action for every stimulus presented to
the learning system. Since each association is distinct and separate from every
other, a separate memory variable (or variables) is required for each stimulus. To
the extent memory is limited, this requirement restricts the usefulness of this ap-
proach to tasks with comparatively small numbers of distinguishable stimuli. The
independent-associations approach has been used in reinforcement learning con-
trol theory (Mendel and McClaren, 1970), and in mathematical learning theory
(Bush and Mosteller, 1955), and occasionally in learning automata theory (Laksh-
mivarahan, 1981; Witten, 1977) and artificial intelligence (Michie and Chambers,
1968a,b). It is also the basis of “table-lookup” approaches to storing mappings
(Raibert, 1978). Because all stimuli are treated separately, no stimuli are similar

and no generalization can occur, and hence stimulus discrimination is trivial.

By ignoring the issues of stimulus similarity, generalization, and discrimination,
the independent-associations approach gives up the opportunities they provide.
Transfer of training due to generalization can greatly increase the rate of learning
(assuming similar stimuli should elicit similar actions). In complex learning tasks
it may be rare for the exact same stimulus to occur twice in the lifetime of the

learning system. In such cases, generalization between stimuli is essential.

On the other hand, an advantage of the independent-associations approach is

that it permits one to apply reinforcement-learning algorithms known to work on
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nonassociative tasks directly to associative tasks. To do this, one allots a sepa-
rate instance of the nonassociative algorithm for each stimulus that will ever be
presented to the learning system. Whenever a stimulus occurs, the corresponding
algorithm takes one step. This reduces the associative task to a set of independent
nonassociative tasks. Using the independent-associations approach and this tech-
nique, any algorithm known to work for nonassociative tasks can be applied with
confidence to associative tasks as well. For this reason the independent-associations
approach has remained of considerable theoretical interest despite its requirement

for small numbers of distinct stimuli and its lack of generalization capabilities.

A slight modification of the independent-associations approach as discussed
thus far is to make independent associations not with stimuli, but with groups of
stimuli, where the grouping of stimuli is determined before training. This mod-
ification replaces the requirement of a small number of different stimuli with the
requirement of a small number of groups of stimuli. For example, Michie and
Chambers’s “Boxes” system (Michie and Chambers, 1968a) uses this approach to
divide a continuous state space constituting an infinite number of stimuli into 162
groups. This sort of modification introduces a primitive form of stimulus similarity
and generalization. Stimuli within a group are all treated as the same stimulus, so
complete generalization occurs between them, while discrimination between them
is impossible. The biggest problem with this approach is deciding how the stimuli
are to be grouped. Which stimuli should be grouped together and which need to

be treated separately is usually an important part of the problem.

The Stimulus-Sampling-Theory Approach. One approach to associative
learning which does include stimulus similarity and generalization is that of stim-
ulus sampling theory (Estes, 1950, 1959a,b). In stimulus sampling theory (SST),
stimuli correspond to subsets of a large number of independently variable stimulus

components. (In SST these are usually called stimulus elements, but I will refer
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to them here as stimulus components.) Each stimulus component is associated
in an all-or-none fashion with a particular action. The proportion of stimulus
components in a stimuli’s subset associated with an action determines the proba-
bility of that action’s being chosen in response to the stimulus. When a stimulus
is presented, a random sample is drawn from the corresponding subset of stimu-
lus components. As a consequence of a conditioning (learning) rule, the stimulus

components sampled may have their associations with action changed.

In SST two stimuli are said to be similar to the extent that their subsets have
common stimulus components. Generalization in SST works as follows. Training
with one stimulus increases the proportion of the stimulus components in its subset
associated with a particular action. If a second similar stimulus is then presented,
the probability of its eliciting the action is increased because a higher proportion of
the stimulus components it has in common with the first stimulus are conditioned
to the action. If all subsets are disjoint, then no generalization can occur. In this

special case, the SST approach reduces to the independent-associations approach.

Although SST’s approach to similarity works out fairly well for generalization
(La Berge, 1961; Carterette, 1961; Atkinson and Estes, 1963), it has greater diffi-
culty with discrimination learning. Under the SST approach a learning system can
never perform different actions to two similar stimuli with 100% reliability. The
common stimulus components of the similar stimuli cannot be allocated all to both
actions. Thus some proportion of at least one of the stimuli’s components must be
associated with the wrong action for that stimulus. Since in SST this proportion
directly determines the probability of selecting each action, perfect discrimination

is impossible.

Several directions have been taken in SST to handle this problem with discrim-
ination learning. One is based on the idea of somehow eliminating the effectiveness

of stimulus components in the intersection of stimulus subsets when discrimina-
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tion between the corresponding stimuli becomes necessary. Work along this line is
usually based on the idea of selective attention (Restle, 1955; Zeaman and House,
1963; Lovejoy, 1968; Sutherland and Mackintosh, 1971). The other major di-
rection taken to handle stimulus discrimination within SST is based on the idea
that configurations of stimulus components may be perceived as whole patterns
or “gestalts” (Atkinson and Estes, 1963; Friedman, Trabasso and Mosberg, 1967).
Both of these remedies involve bringing in additional mechanisms to handle the

problem of discrimination learning.

The Linear-Mapping Approach. A third approach to stimulus similarity
has been widely used in pattern classification, control theory, neural-network and
associative-memory research, and animal learning theory. In the linear-mapping
approach, stimuli are represented as vectors, where each component of the vector
indicates the presence or absence (or extent) of a stimulus component. A linear
mapping is formed from the stimulus vectors to a quantity that determines the ac-
tion to be taken. As a consequence, similarity and generalization between stimulus
vectors is determined by the degree of their linear dependence, i.e., by their inner

product.

If the set of stimulus vectors is orthogonal, no stimuli are similar, and no
generalization occurs. In this case, the linear-mapping approach reduces to a

rather roundabout form of the independent-associations approach.

The linear-mapping approach is the approach used in the research reported
here. The experiments described in this chapter are concerned exclusively with
binary-action tasks in which the action y[t] is either 1 or 0. In the binary-action

case of the linear-mapping approach, actions are selected as follows:

] = { 1, if s[t] + nlt] > 0; ™

0, otherwise,



49

where
n

slt] = Y miltwilt], (8)
s=1

n[t] is a normally distributed random variable of mean 0 and standard deviation
oy, n is the total number of stimulus components, Z[t] = (z1[t], z2[t], ..., za[t])
is the stimulus vector presented at time ¢, and W[t] = (w1[t], walt],..., w,[t]) is a
modifiable weight vector, called the action-assoctation vector. For the special case
in which the same stimulus vector is presented on every time step, and in which
that vector has only one component, whose value is 1, (7) and (8) reduce exactly

to (2), the nonassociative action-selection equation used in Chapter II.

For cases with more than two possible actions, there are two subapproaches
within the linear-mapping approach. The distinct-actions subapproach requires
that there be a finite number of distinct actions, and the component-actions sub-
approach breaks actions up into independently-variable components, each of which
may be either binary or continuous. These two subapproaches are briefly described

below, but are not considered elsewhere in this dissertation.

The Distinct-Actions Subapproach. In the distinct-actions subapproach,
each stimulus component has a degree of association with each action. Let w;[t]
denote the strength of the association between stimulus component ¢ and action j
at time ¢, and let W(t]| = [wz-j{t]] denote the n X m matrix of these associations
where there are n stimulus components and m possible actions. The action
y[t] is selected based on the product of W{t] and the current stimulus vector,
denoted Z[t] = (z1[t], z2[t], ..., za[t]) . This product is an m-vector denoted 3t] =
(s1[t], s2[t], -, 8mlt]) ¢

8lt] = Wt]Z1t],

or, equivalently,

sl =) miltlwilt], Vi (9)
=1
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The simplest technique for selecting the action y[t] from 5¢] is to choose the

action corresponding to the largest component of §l¢]:
ylt] =3, where  s;{t] > si[t], Vk#j.

In reinforcement learning, however, it is usually better to choose probabilistically
rather than deterministically. A simple probabilistic rule is o add an indepen-
dent random variable #,[t] to each component of 5{t] and then select the action

corresponding to the component whose s;[t] 4+ n;[t] is largest:
ylt] =7,  where  sjlt] +nj[t] > sift] + melt], VE#7,

and each ;[t] is chosen from a normal distributtion with mean zero and standard

deviation oy .

The Component-Actions Subapproach. A second linear-mapping sub-
approach involves representing the actions as consisting of independently-variable
action components in the same way that stimuli are represented as consisting of
stimulus components. In this subapproach, actions are vectors of action compo-
nents, and each stimulus component has a degree of association, either positive
or negative, with each action component. Here w;;[t] denotes the strength of the
association between stimulus component ¢+ and action component j at time ¢,
and W[t] = [wij[t]] denotes the n X m matrix of these associations where there
are n stimulus components and m action components. §[¢] is computed as in (9).

The simplest rule for determining the action vector glt] = (y1[t], y2[t], ..., yml[t]) is

1, if s;[t] + n,t] > 05
y;lt] = Vj.
i1t { 0, else,

If a continuous-valued action vector ( ]t] € ®™ ) is desired, then §[t] is determined
by
y;lt] = s;{t] + n;lt],
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where each 7;[t] is an independent normally-distributed random variable with

mean 0 and standard deviation oy .

Discrimination in the Linear-Mapping Approach. The linear-mapping
approach is better at discrimination than is the SST approach. In the SST ap-
proach, perfect discrimination between two stimuli is possible only if the stimuli are
totally dissimilar. In the linear-mapping approach, two vectors can be very simi-
lar, and perfect discrimination will still usually be possible. Roughly, two stimulus
vectors are similar in the linear-mapping approach according to the angle between
them. As long as the angle between two vectors is not zero, it is possible to fit
a hyperplane between them and thereby discriminate between them. Therefore,
very similar vectors can be mapped to completely different actions with as high a

degree of reliability as desired.

Although the linear-mapping approach is in some respects a better approach
to associative learning than either SST or the independent-associations approach,
it obviously has limitations. For example, considered by itself the linear-mapping
approach is not capable of forming nonlinear associations, or of arbitrarily catego-
rizing linearly-dependent stimulus vectors. To do these things it must rely on some
as yet unspecified additional mechanisms, as must SST in order to achieve perfect

discrimination.

Nevertheless, this study is concerned only with the linear-mapping approach,
despite these limitations, because even the linear problem remains largely unsolved
for associative reinforcement learning. The experiments presented in this chapter
suggest that some associative reinforcement-learning algorithms that have previ-
ously been investigated (e.g., Farley and Clark, 1954) fail when required to form
linear maps in interaction with certain types of environments. The forming of

linear maps for non-reinforcement associative learning has been well worked out
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(see e.g., Rosenblatt, 1957, 1962; Widrow and Hoff, 1960; Nilsson, 1965; Duda
and Hart, 1973), and researchers in this area have gone on to consider nonlinear
mapping (e.g., Poggio, 1975; Reilly, Cooper and Elbaum, 1982). The strategy of
first studying linear mapping has proven to be a successful one for investigating as-
sociative learning that is not reinforcement learning; it is probably a good strategy

for associative reinforcement learning as well. *

The linearity or nonlinearity of a particular mapping is dependent on the way
stimuli are represented as stimulus vectors. What is nonlinear in one representation
may be linear in another and vice-versa. For example, in the extreme case, any
mapping can be made linear by representing stimuli as vectors only one component
of which is nonzero, a different component for each stimulus, i.e., by reducing
the linear-mapping approach to an independent-associations approach as discussed
earlier. In this case, since any stimulus can be mapped to any action by changing
the association of the stimuli’s dedicated component, any mapping can be formed.
Although this extreme approach, as mentioned earlier, is rarely useful, it illustrates
how strongly the linearity or nonlinearity of a mapping depends on the stimulus
representation. Any mapping can be implemented as a linear mapping with an

appropriately chosen representation.

When a mapping that is nonlinear in the original representation is required of
a system employing a linear mapping approach, some other mechanism or mech-
anisms must be relied on to change the representation so that the mapping be-
comes linear. The problems in doing this are closely related to the knowledge-
representation problem ephasized in Al (see e.g., Barr and Feigenbaum, 1981). It
is well known in Al that the way knowledge is represented is crucial in determining

the effectiveness of an intelligent system. This is just as true for learning systems.

* For one approach to nonlinear mapping in associative reinforcement learning, and further
discussion of this problem, see (Barto, Anderson, and Sutton, 1982; Anderson, 1982; Barto,
in press).
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Among other things, a change in representation can completely change which stim-
uli are similar, dissimilar, or unrelated, and thereby change an easy learning task
into a hard one or vice-versa. A complex learning system, even if it relies on a
linear-mapping approach to form associations, must be able to find good repre-
sentations if it is to be maximally effective in the long run and over a wide range
of tasks. That mappings can be changed from nonlinear to linear by a change in
representation, and that such changes in representation must occur in any event,

provides additional justification for studying purely linear mappings.

How good representations might be found and modified is a large and complex
subject which is beyond the scope of this work. In terms of the division of the
credit-assignment problem, this issue falls in the area of structural rather than
temporal credit assignment, because it involves building and assigning credit to

internal knowledge-representation structures.

Finally, it is important to emphasize that the three approaches to associative
learning discussed above are ways of associating actions with stimuli, not algo-
rithms for deciding which associations to make. The differences among approaches
discussed above are largely independent of what learning algorithm is used. If an
approach is lacking in some capability, no learning algorithm can save it from the
deficiency. Conversely, if an approach has superior capabilities, then a learning al-
gorithm must be found to implement those capabilities before the superiority can

be considered significant.

Independent-Step Associative Learning

The experiments described in this chapter involve sndependent-step associative-
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learning tasks. An independent-step task is one in which the interaction between
the learning system and its environment can be separated into steps, each of which
is independent of all others. In associative reinforcement learning, each step in-
volves the presentation of one stimulus vector to the learning system, its selection
of one action, and finally the delivery of a reinforcement feedback signal by the
environment. Such steps are said to be independent if the stimulus, action, and re-
inforcement of one step do not influence the stimulus or reinforcement of any other
step. In particular, the action selected on one step may influence the reinforcement

on that step but not that of any other step.

Formally, the restriction to independent-step learning tasks means that the en-
vironment does not change state. For these tasks the environment is characterized

by a sequence of stimuli, z[1], z[2], ..., and a map p such that
pXxY -R
p(z[t], ylt]) — rlt + 1],
where X is the stimulus space, Y is the action space, and the reinforcement space
R is the set of real numbers. As usual, p may be stochastic (probabilistic). A
single step involves the stimulus at time ¢, z[t|, the action at time ¢, y[t], and
the reinforcement at time ¢ + 1, r[t + 1]. Note that the reinforcement is denoted
as occurring one time step later than the stimulus and the action. This convention

is used because it is consistent with later descriptions of learning tasks that cannot

be divided into independent steps.

Tasks

This section provides a complete specification of the 12 tasks used in the ex-
periments of this chapter. Discussion of the rationale for using these particular

tasks is deferred until the “Discussion” section. Table 3 summarizes the 12 tasks;
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Table 3. Associative Learning Tasks.

Expected Value of Relnforcement Stimulus  Stimulus
Task Stimulus ! Stimulus #2 Frequency Intensity
y=1 y=0 y=1 y=0 & 2 @ # Steps Description
1 1(.55) -—.1(.45) -.1(45) .1{55) b5 5 I 1 1500
Symmetrical
2 A -.1 -.1 A S 56 1 1 200
3 -6(2) -.8(1) 6(.8) 8(9) b5 5 1 1 1500 Reinforcement
Level
4 —.6 -8 6 8 b 05 1 1 200 Asymmetry
5 .05(.525) -.05(.475) -.15(.425) .15(.575) 5 .5 1 1 1500 Reinforcement
Spread
6 .05 -.05 -.15 B 1 R 5 i 1 200 Asymmetry
7 .1(.55) -.1(45) -—.1(45) .1{55) .25 .75 1 1 1500 Stimulus
Frequency
8 1 -.1 -.1 1 25 75 1 1 200 Asymmetry
9 A(.55) —.1(45) —.1(45) .1{55) S5 5 5 15 1500 Stimulus
Intensity
10 1 -1 -1 A S 6 5 15 200 Asymmetry
11 —.4(.3) —.8(.1) .3(.65) O(95) .25 .75 .5 1.5 3000 Combined
Asymmetries

12 —.65 -.75 .55 .85 25 75 b 1.5 2000

each facet of the table is discussed below.

As in Chapter II, all tasks are binary-action tasks (y[t] =1 or y[t| =0). On
each time step ¢ the environment sends to the learning system one of two stimuli,

represented as vectors, and which are denoted #! and #2. For Tasks 1-8,

1 0
=11 and #£=]1]. (10)
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For Tasks 9-12,
5 0
=15 and =] 15]. (11)
0 1.5

In both cases the two stimuli are clearly distinguishable via the first and third

components, but are similar via the second component.

One difference between the stimuli of Tasks 1-8 and those of Tasks 9-12 is their
intensity. The two stimuli of Tasks 1-8 are equally intense, whereas in Tasks 9-12
the first stimulus is half as intense as the stimuli of the other tasks, and the second
stimulus is one-and-a-half times as intense. This difference is indicated in Table 3

in the columns labeled “Stimulus Intensity.”

On all tasks the stimulus presented is selected probabilistically. On Tasks 1-6
and 9-10, the two stimuli are presented with equal frequency, i.e., each with a
probability of .5. On any given time step of Tasks 7-8 and 11-12, 72 is presented
with a probability of .75 and #! with a probability of .25. These probabilities are

listed in Table 3 in the columns labeled “Stimulus Frequency.”

The odd-numbered tasks are binary-reinforcement tasks and the even-
numbered tasks are continuous-reinforcement tasks. In the binary-reinforcement
tasks, the reinforcement r received from the environment is either a +1 (success)
or a —1 (failure), whereas in the continuous-reinforcement tasks the reinforcement

can take on any real value.

In all tasks, reinforcement r[t + 1] is a stochastic function of the preceding
action y[t] and stimulus Z[t]. Since there are two possible stimuli and two possible
actions, there are four possible combinations of stimulus and action. Columns 3-6
of Table 3 list the expected value of reinforcement for each task for each of these

four combinations.

For the continuous-reinforcement tasks, reinforcement is computed from the
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expected values in Table 3 as

2t
rit+ 1] = r;[!q] + nlt],

where rj denotes the expected value of reinforcement corresponding to stimulus #

and action y, and where g[t] is a normally-distributed random variable of mean

0 and standard deviation o,. For all tasks except Task 12, o, = .1. For Task 12,

o, = .025.

For the binary-reinforcement tasks, reinforcement is computed from the prob-
abilities given in parentheses in Columns 3-6 of Table 3. Letting Pj denote
P{rlt+1] =1| Z[t]| = Z,y[t]| = y}, i.e., the probability of a successful outcome
given stimulus % and action y, the expected values given in Table 3 are computed

as follows:

rf=1-Pf-1-(1-P).

Simulation runs involving different tasks ran for different numbers of steps. For
each task, the number of steps its runs ran is listed in Table 3 in the column labeled

“Steps.”

Finally, the last column of Table 3 provides a verbal description of the type of
problem each pair of tasks presents to a learning algorithm. These descriptions are

elaborated later in this chapter.

Algorithms

All 11 algorithms use the linear-mapping approach to associative learning. That
is, they all update an action-association vector w[t] = (wy[t], w2lt],...,ws[t]) and

select their actions according to (7) and (8) with o, = .3 for all algorithms.
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The update rules of some algorithms involve n{t], the probability that y[t] =1
given Z[t]. Determining y[t] according to (7) implies that

n[t] = ®(s[t]/ay),

where @ is the unit normal distribution function. All normally-distributed random
numbers used in these experiments were approximated by linear interpolation from

tables and uniformly-distributed random numbers as described in Chapter II.

The learning algorithms studied in this chapter differ only in the rules they use
to update the weight vector w[t]. The update rules and other relevant equations
for the 11 algorithms used in these experiments are given in Table 4. The update
rules are all simple extensions to the case of associative learning of the update rules
discussed in Chapter II. For the special case in which the same stimulus vector is
presented on every time step, and in which that vector has only one component,
whose value is 1, Algorithms 4-9 reduce exactly to the like-numbered algorithms of
Chapter II. Algorithm 4 is closely related to algorithms previously studied by Farley
and Clark (1954) and also by my colleagues and I (Barto, Sutton and Brouwer,
1981; Barto and Sutton, 1981).

The update rules of Algorithms 4-7 of this chapter are very similar to those of
Algorithms 4-7 of Chapter II (compare Tables 2 and 4). The primary difference
(besides the fact that the new rules update all the components w;[t] of a vector
w[t] whereas the rules of Chapter II update a scalar w[t]) is that the new update
rules each have one more factor than the corresponding update rules of Chapter
II. In all cases the additional factor determining the modification of w;[t] is the

corresponding stimulus-vector component z;[¢].

In the algorithms of Chapter II, w[t] directly effects y[t]. In the algorithms of
this chapter, each component w;[t] of W[t] has an effect (via (7) and (8)) on yl¢]

proportional to the value of z;[t], the corresponding stimulus-vector component.



Table 4. Associative Learning Algorithms.

Algorithm Update Rule Relevant Tasks

o — jt|)z:lt), ifr =

1 tm“+”=uﬂﬂ+{09m (e[t ﬁiﬁﬁzi 1,3,5,7,0,11
0, ifr =

2 W“+”=“ﬂﬂ+{aﬂ—um—th$L “ﬁiﬂzh 1,3,5,7,9,11
o — 7|t} |¢], ifr =

3 wilt + 1] = wlt] + { aﬁl[ﬂ i [i}),[ t[]‘)]z’_[ 0 it r%:ii}zll 1,3,5,7,0,11

4 wilt + 1] = wilt] + arlt + 1)(ylt] — 4)=:]t] 1-12

5 wilt + 1] = wi[t] + art + 1)(y[t] — =[t])=:]¢] 1-12

6 wilt + 1] = wift] + e(r[t + 1] — r[t])(g]t] — )21 3,4

7 wit + 1] = wi[t] + al(rlt + 1] — r[t])(y]t] — =[t])2:[¢) 34

8 wilt + 1] = wilt] + a(r[t + 1] — p[t])(g]t] — L)a[t] 1-12

9 wi[t + 1] = wi[t] + alr|t + 1] — p[e]) (ylt] — #[t])=:[t] 1-12

10 up+u=uﬂq+{$ﬂﬂ"5nmagggﬁzh 1,3,57.0,11

11 lUi[t + 1] = wi[t] + {g’(l . y[t] _ %)zilil’ g;%:ii%:-ll 1,3,5,7,9,11

Where:
w;[0] = 0, vilol=0, yt]e{1,0}, a>0,

#[t] is the probability that y[t] =1, given Z{¢],

if st} + n[t] > 0;
otherwise,

vl = {(1)

where nlt] is a normally distributed random variable of mean 0 and standard deviation o, = .3,

n n

sft] = Z wilt]z[t] and Pl = Z vilt]zi{t).

i==1 i=1




60

The components of the stimulus vector, then, give a measure of how each compo-
nent of the action-association vector affects the action. If a stimulus component is
zero, then changing the corresponding w; will have no affect on the action. If a
stimulus component z; is large, then a modification of w; will have a large influ-
ence on the action selected. This is why the multiplicative z;[¢] term appears in
the new update rules. As a result of this term, each w;[t] is changed in proportion

to the size of the resultant influence on the action selected.

The update rule of each algorithm includes a product of two terms, one depend-
ing on the action selected, either y[t]— 1, y[t]—=[t], 1—y[t]— L, or 1—y[t] —x]t],
and one depending on the presence or absence of a stimulus component, z;[t]. This
product, denoted in later chapters as e;[t], is called the eligsbility (after Klopf, 1972,
1982) of w; because it indicates the extent to which w; is eligible for undergoing

modification should reinforcement be received.

Algorithms 1-3 of this chapter also correspond to the like-numbered algorithms
of Chapter II. These algorithms, however, underwent more radical change in being
converted to an associative-learning form because they are expressed (in Chapter
II) as changes in [t] rather than as changes in w[t]. In their new forms they

directly determine changes in w[t].

Algorithms 10 and 11 do not correspond to any algorithms discussed in Chapter
II. In this and the previous chapter, pairs of algorithms are compared that differ
only in that one uses y[t] — 1 and the other uses y[t] — x[t] in their update
rules. Given the modifications described above of Algorithms 1-3, all of which
use y[t] — m[t], it is possible also to include the corresponding algorithms that use
y[t]— % . Algorithms 10 and 11 correspond to Algorithms 1 and 2 in this way. There
is no need to add an algorithm for the ylt] — % case corresponding to Algorithm 3

because Algorithm 4 already serves this function.
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Reinforcement Comparison in Associative Learning. Algorithms 6 and
7 are simple reinforcement-comparison algorithms very similar to Algorithms 6
and 7 of Chapter II. These algorithms compare the current reinforcement with
the immediately-preceding reinforcement. Although this technique worked well
on the tasks of Chapter II, there are reasons to doubt its success on associative-
learning tasks. It is much more difficult for an algorithm to compare current with
past reinforcement levels properly on associative tasks than it is on nonassociative
tasks. The problem is that for many associative tasks it is possible to obtain high
reinforcement levels in the presence of one stimulus and only low reinforcement
levels in the presence of another. Tasks 3 and 4, for example, are of this sort. On
such tasks, if different stimuli occur on two successive steps, then the change in
reinforcement may be primarily due to the change in stimulus rather than to the
action selected by the learning algorithm. In such cases the use of r[t + 1] — rl[t]
(as in Algorithms 6 and 7) would be inappropriate and would mislead the learner.
To illustrate this problem while minimizing the complexity of the experiments,

Algorithms 6 and 7 were applied only to Tasks 3 and 4.

To obtain the maximum advantage from a reinforcement-comparison technique
in associative learning, reinforcement received on the current step should be com-
pared with reinforcement received on previous steps on which the same stimulus
occurred. How are past reinforcement levels for different stimuli to be recorded and
kept separate from each other? This problem is particularly difficult if one assumes,
as is done here, that stimuli are not individually recognizable and separable (as in

the independent-associations approach).

One way of solving this problem is to view the sequence of stimuli, and the
reinforcement levels obtained by acting in response to them, as a training sequence
for supervised learning pattern classification. To this end, Algorithms 8 and 9
use a version of the Widrow-Hoff, or Adaline, algorithm (Widrow and Hoff, 1960;
Widrow, 1962): A modifiable parameter vector #[t] = (vi[t], v2[t], ..., vn[t]) is re-
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quired in addition to w[t]. Whereas w[t] maps a stimulus to an action, ¢[¢] maps
a stimulus to an average of the reinforcement levels obtained when the stimulus
(or similar stimuli) occurred in the past. ¥ is called the reinforcement-association
vector (whereas o is called the action-association vector), and this average of past
reinforcement levels is called the predicted reinforcement and denoted pft] € R. It
is computed from the current stimulus Z[t| in the usual way for a linear-mapping
approach to association:
n
plt] = Y wilt):[t]. (12)
=1
9[t] is updated so that p[t] becomes an average of the appropriate past rein-
forcement levels. The following equation changes #]t] according to the discrepancy
between the predicted reinforcement p[¢] and the corresponding actual reinforce-
ment rft + 1]:
vi[t + 1] = v[t] + B(r[t + 1] — p¢])z:[¢], (13)

for t =0,1,..., ¢t =1,...,n, (0] =0 and B = .1 for all simulations discussed
in this chapter. The discrepancy between expected reinforcement p[t] and actual
reinforcement r[t+1], in addition to being the error in the predicted reinforcement,
is also the quantity needed as a comparison of the current reinforcement level with
past reinforcement levels associated with the current stimulus. Algorithms 8 and
9 use this discrepancy in this way. For example, Algorithm 8 updates its action-

association vector w[t] as follows:
wilt + 1] = wiff] + e (rlt + 1] - plD(8ld] — 5)=ilt

for t = 0,1,... and ¢+ = 1,...,n. When the actual reinforcement r[t + 1] is
greater (less) than the predicted reinforcement p[t], w; is changed so as to make
the action selected more (less) likely as a response to the stimulus. An associa-
tive reinforcement-learning algorithm that remembers and compares reinforcement

levels in this way has previously been investigated by my colleagues and I (Barto,
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Sutton and Brouwer, 1981). This method is a generalization of that used in Chap-
ter II. For the special case in which the same stimulus is presented on every time
step, and in which that vector has only one component, whose value is 1, (12) and
(13) reduce exactly to (3), and Algorithms 8 and 9 of this chapter reduce exactly
Algorithms 8 and 9 of Chapter II.

Although a reinforcement-comparison algorithm for associative learning is nec-
essarily more complex than those considered so far, such an algorithm could po-
tentially perform much better than non-reinforcement-comparison algorithms. The
results reported in Chapter II suggest that reinforcement-comparison algorithms
learn much more rapidly than non-reinforcement-comparison algorithms on nonas-
sociative learning tasks with unbalanced reinforcement. It seems likely, there-
fore, that reinforcement-comparison algorithms might have a similar advantage in
associative-learning tasks. The results of the experiments of this chapter bear out

this hypothesis.

Results

For each task and algorithm, simulation runs were made for many values of
learning-rate parameter a. For Tasks 1-10, the o values were powers of two
from 2! to 27!!. For Tasks 11 and 12, the a values were powers of two from 2!
to 2715, For each task, algorithm, and «, 100 simulation runs were made each
differing only in the initial seed for the random-number generator. The durations
of the runs varied from task to task as listed in the column of Table 3 labeled
“Steps.” At the end of each run the final parameter vector w[101] was recorded.
From this, the probability #* of the learning system selecting Action 1 on the

next step, had the run continued and stimulus ¢ been presented, was computed as
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follows:

n = P{yf101] = 1| z[101] = 7} = @(i w,{101]z5/a, ),
=1

where P {-|-} denotes a conditional probability. Using this, the known stimulus
presentation frequencies, and the expected values of the reinforcement as a function
of stimulus and action (listed in Table 3), cne can compute the expected value of

the reinforcement on the next step, had the run continued:
E {r[101]} = p'xlr} + p'(1 — #V)rd + p222%r? + p2(1 — 2?)1,

where p* is the probability of stimulus #* being presented, ¢ = 1,2, and r; is
the expected value of the reinforcement given that stimulus s and action j have

occurred. These probabilities and expected values depend on the task as listed in
Table 3.

The expected value of reinforcement on the step following the end of arun is a
good measure of how well the learning algorithm has learned on the run. If it has
learned rapidly and correctly, ¥ will have reached a value for which the expected
value of reinforcement is high. Figures 9-20 are plots of the expected value of
reinforcement at the end of the runs, averaged over the 100 runs with each task,
algorithm and learning-rate parameter value. Each figure presents all the data
from a single task. The figures presenting the data from the binary-reinforcement
tasks include two graphs per figure. The lower graph of these figures presents the
data for that task from Algorithms 1-3 and 10-11 while the upper graph presents
the data from the other algorithms run on the task, plus a re-plot of the data for
Algorithm 1. For each algorithm a line is plotted connecting the performances of

the algorithm at different values of the learning-rate parameter o.

The general pattern to these plots is the same as that in Chapter II. In most
cases the performance of each algorithm on each task is an inverted-U shaped

function of the learning-rate parameter a. Some algorithms, particularly the very
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Figure 9. Algorithm Performance on Task
1 of Chapter IIL. Task 1 is a binary-reinforcement
task with no asymmetries. Each point representsthe
average performance over all runs with a particular
algorithm and o value, where performance on a run
is defined as the expected value of primary reinforce-
ment at the end of the run. Points due to the same
algorithm (with different o values) are connected
by lines; the numeric label indicates the associated
algorithm. The horizontal dashed line indicates the
optimal performance level.
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Figure 10. Algorithm Performance on Task
2 of Chapter III. Task 2 is a continuous-
reinforcement task with no asymmetries. Each point
represents the average performance over all runs
with a particular algorithm and a value, where per-
formance on a run is defined as the expected value of
primary reinforcement at the end of the run. Points
due to the same algorithm (with different « values)
are connected by lines; the numeric label indicates
the associated algorithm. The horizontal dashed line
indicates the optimal performance level.
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Figure 11. Algorithm Performance on Taesk 3
of Chapter IIl. Task 3 is a binary-reinforcement
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point represents the average performance over all
runs with a particular algorithm and o value, where
performance on a run is defined as the expected
value of primary reinforcement at the end of the
run. Points due to the same algorithm (with dif-
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Figure 12. Algorithm Performance on Task
4 of Chapter III. Task 4 is a continuous-
reinforcement task with reinforcement-level asym-
metry. Each point represents the average perfor-
mance over all runs with a particular algorithm and
a value, where performance on a run is defined as
the expected value of primary reinforcement at the
end of the run. Points due to the same algorithm
(with different o values) are connected by lines;
the numeric label indicates the associated algorithm.
The horizontal dashed line indicates the optimal per-
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Figure 13. Algorithm Performance on Task &
of Chapter IIl. Task 5 is a binary-reinforcement
task with reinforcement-spread asymmeiry. Each
point represents the average performance over all
runs with a particular algorithm and « value, where
performance on a run is defined as the expected
value of primary reinforcement at the end of the
run. Points due to the same algorithm (with dif-
ferent o values) are connected by lines; the numeric
label indicates the associated algorithm. The hori-
zontal dashed line indicates the optimal performance
level.
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Figure 14. Algorithm Performance on Task
6 of Chapter III. Task 6 is a continuous-
reinforcement task with resnforcement-spread asym-
metry. Each point represents the average perfor-
mance over all runs with a particular algorithm and
a value, where performance on a run is defined as
the expected value of primary reinforcement at the
end of the run. Points due to the same algorithm
(with different o values) are connected by lines;
the numeric label indicates the associated algorithm.
The horizontal dashed line indicates the optimal per-
formance level.
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Figure 15. Algorithm Performance on Task
7 of Chapter IIl. Task 7 is a binary-reinforcement
task with stimulus-frequency asymmetry. Each point
represents the average performance over all runs
with a particular algorithm and « value, where per-
formance on a run is defined as the expected value of
primary reinforcement at the end of the run. Points
due to the same algorithm (with different a values)
are connected by lines; the numeric label indicates
the associated algorithm. The horizontal dashed line
indicates the optimal performance level.
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Figure 16. Algorithm Performance on Task
8 of Chapter III. Task 8 is a continuous-
reinforcement task with stsmulus-frequency asymme-
try. Each point represents the average performance
over all runs with a particular algorithm and o
value, where performance on a run is defined as the
expected value of primary reinforcement at the end
of the run. Points due to the same algorithm (with
different o values) are connected by lines; the nu-
meric label indicates the associated algorithm. The
horizontal dashed line indicates the optimal perfor-
mance level.
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Figure 17. Algorithm Performance on Task
9 of Chapter III. Task 9 is a binary-reinforcement
task with stemulus-sntensity asymmetry. Each point
represents the average performance over all runs
with a particular algorithm and o value, where per-
formance on a run is defined as the expected value of
primary reinforcement at the end of the run. Points
due to the same algorithm (with different o values)
are connected by lines; the numeric label indicates
the associated algorithm. The horizontal dashed line
indicates the optimal performance level.
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Figure 18. Algorithm Performance on Task
10 of Chapter III. Task 10 is a continuous-
reinforcement task with stimulus-sntensity asymme-
try. Each point represents the average performance
over all runs with a particular algorithm and o«
value, where performance on a run is defined as the
expected value of primary reinforcement at the end
of the run. Points due to the same algorithm (with
different o values) are connected by lines; the nu-
meric label indicates the associated algorithm. The
horizontal dashed line indicates the optimal perfor-
mance level.
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Figure 19. Algorithm Performance on
Task 11 of Chapter III. Task 11 is a binary-
reinforcement task with combined asymmetries.
Runs with this task lasted many steps so that per-
formance would near its asymptotic value. Each
point represents the average performance over all
runs with a particular algorithm and o value, where
performance on a run is defined as the expected
value of primary reinforcement at the end of the
run. Points due to the same algorithm (with dif-
ferent o values) are connected by lines; the numeric
label indicates the associated algorithm. The upper
horizontal dashed line indicates the optimal perfor-
mance level, and the lower one indicates the highest
performance level achievable without discriminating
between stimuli.
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Figure 20. Algorithm Performance on Task
12 of Chapter III. Task 12 is a continuous-
reinforcement task with combined asymmetries.
Runs with this task lasted many steps so that per-
formance would near its asymptotic value. Each
point represents the average performance over all
runs with a particular algorithm and a value, where
performance on a run is defined as the expected
value of primary reinforcement at the end of the
run. Points due to the same algorithm (with dif-
ferent o values) are connected by lines; the numeric
label indicates the associated algorithm. The upper
horizontal dashed line indicates the optimal perfor-
mance level, and the lower one indicates the highest
performance level achievable without discriminating
between stimuli.
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poorly performing algorithms, such as Algorithms 3, 2, and 11, in some cases
appear to continue to improve in performance as o is increased. A closer look
at the data and other experiments with higher values of a (not reported here)
suggest that, rather than consistently improving, these 2lgorithms merely become
more erratic in their performance if « is increased beyond the values used here.
The performance of Algorithms 2, 3, and 11 never approaches the performance

levels of Algorithms 1, 4, 5, 8, or 9.

In a few cases something similar happened with the better performing
algorithms—performance became erratic without becoming plainly poorer at high
a values. In two cases—Algorithm 4 on Task 1, and Algorithm 8 on Task 9 —
the performance at a very high value of o exceeded that at more moderate lev-
els where performance was more consistent. These two data points are probably
over-estimates of the performance of these algorithms on these tasks. Fortunately,
however, the suspect data points are not so different from the others as to influence
the statistical significance of any result. No adjustments were made for the suspect

data points in either Figure 21 or the tests of statistical significance.

As with the data of Chapter II, one good way to interpret these data is to com-
pare the algorithms’ best performances on each task, i.e., their performances with
the a values that resulted in the highest performance levels. Using this measure,
Figure 21 summarizes the data from Tasks 1-10, showing the best performances of

all algorithms on all tasks.

Tests of Statistical Significance. A test of statistical significance was per-
formed on all differences between the best performance levels of all algorithms on
all tasks. Each best performance is an average over 100 runs of the performance of
a particular algorithm on a particular task at a particular a value. To determine

which differences between averages are statistically significant, a one-tailed £-test
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Figure 21. Summary of Algorithm Perfor-
mance on Tasks 1-10 of Chapter III. Each point
represents the performance level of a particular al-
gorithm on a particular task with the o value at
which performance was best for that algorithm on
that task. Points due to the same algorithm (on
different tasks) are connected by lines. The number
labeling each line indicates the associated algorithm.
The horizontal dashed line indicates the optimal per-
formance level.
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was applied to each pair of averages, as discussed in Chapter II. Table 5 lists by

task all statistically significant differences between the best average performances.

Table 5. Statistical Significance Results of Chapter III.

Task Statistically Significant Performance Orderings of Algorithms
1 4,5,8,9>1>2,3,10,11; 4> 58,9

2 4>8,9; 1>10> 2,11

3 9>8>56>1>7>4>6; 2,3,11>10

4 9>8>5>4,6,7, 7T>6

5 8> 1,4, 8>5 50>1,4>10> 23,11

6 5,8>9>4

7 8,0>1,4>10>2,3,11; 5>4; 5>1

8 5,8,9>4; 8>09;

9 5,8,0>1,4> 10> 2,11

10 B>»9; 5>5; 589>14

11 81,5, 9>5 9>1; 1,580>23,4,10,11; 11> 10
12 8>90>56>4

Where > denotes an ordering significant at the P < .01 level, and > denotes an

ordering significant at the P < .05 level.
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Discussion

The 12 tasks were chosen to investigate the problems of stimulus discrimina-
tion in the face of an asymmetrical treatment of stimuli. For a particular task
and stimulus, the preferable (correct) action is the one with the highest expected
value of reinforcement, as given in Table 3. On all tasks, the correct action when
stimulus z' is presented differs from that when stimulus #2 is presented. To max-
imize reinforcement, a learning algorithm must discriminate between, and respond
differently to, the two stimuli. For simplicity, all tasks were constructed so that
Action 1 is the best action when stimulus #! is presented, and Action O is the best

action when stimulus #2 is presented.*

For all tasks the two stimulus vectors Z! and Z? (defined by (10) and (11))
are similar and yet distinguishable. %! and #2 are similar by virtue of their
second components, which are both positive, and distinguishable by virtue of their
first and third components, which are positive for one stimulus and zero for the
other. Since similar stimuli must be responded to differently, these tasks all involve

masleading generalization.

When Z! occurs, the first and second weight vector components are modified.
When 72 occurs, the second and third weight vector components are modified.
Since in the first case Action 1 is correct, and in the second, Action 0 is correct,
the first weight vector component w; becomes positive (associated with Action
1), and the third weight vector component ws; becomes negative (associated with
Action 0), but it is unclear what happens to the second weight vector component
wy . Ideally, the countervailing influences on ws cancel out, leaving it near zero.
This result is ideal because, by (7) and (8), it leaves the action in response to #!

to be determined by w; and the action in response to # to be determined by

* The learning algorithms did not “know” which stimulus had which number, so there was
no way they could take advantage of this uniformity.



81

w3 . This result is most likely to occur on tasks that are symmetrical with respect
to the two stimuli. True symmetry guarantees that the countervailing influences
on wy are of equal strength, and thus gives the greatest likelihood that they will

cancel out.

The tasks of this chapter were designed in pairs, 1 with 2, 3 with 4, etc. (each
pair consisting of one binary-reinforcement and one continuous-reinforcement task).
The first pair of tasks, Tasks 1 and 2, were designed to be completely symmetrical
with respect to the two stimuli. The next 4 pairs, 3-4, 5-6, 7-8, and 9-10, were each
designed to treat the two stimuli asymmetrically in one and only one way. Finally,

the tasks of the pair 11-12 combined all 4 forms of asymmetry.

The continuous-reinforcement tasks used in these experiments are significantly
easier than the binary-reinforcement tasks. For this reason, the experiments in-
volving continuous-reinforcement tasks were run for fewer steps than those involv-
ing binary-reinforcement tasks (200 steps as opposed to 1500). If both sorts of
experiments had been run for 1500 steps, performance differences between some
algorithms on the easier tasks would have been lost in a ceiling effect, as many

algorithms would have performed near optimally.

In the following discussion, references to particular performance differences
between algorithms as being either “significant” or “not significant” are referring to
statistical significance at the P < .05 probability criterion, unless otherwise noted.
More information on the significance level of each result, and on the statistical test

used, can be found in the “Results” section.

Tasks 1 and 2: No Asymmetries. Tasks 1 and 2 are completely symmetrical
with respect to the two stimuli. On these tasks, the stimuli are presented with equal
frequency and equal intensity. The expected values of reinforcement associated

with the two stimuli are equal (although which action has the higher expected
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value switches from one stimulus to the other). As discussed above, this symmetry
makes these tasks the least likely to be influenced by the problems of misleading

generalization between similar stimuli.

Tasks 1 and 2 are closely related to Tasks 3 and 6 of Chapter II. These 4
tasks have similar distributions of expected value of reinforcement as a function of
the action selected. On all 4 of these tasks the expected value of reinforcement is
positive if one action is chosen and negative, by the same amount, if the other action
is chosen. For such tasks the reinforcement distribution is said to be balanced, i.e.,
its expected value as a function of action is distributed symmetrically around the

neutral value zero.

The similarity between Tasks 1 and 2 of this chapter and Tasks 3 and 6 of
Chapter II is born out in similar performances of corresponding algorithms on
corresponding tasks (compare Figures 8 and 21). In Chapter II; Algorithms 4-9
all performed essentially perfectly on the continuous-reinforcement task (Task 6)
and here the closely related Algorithms 4-9 also all performed essentially perfectly
on the corresponding task (Task 2). The binary-reinforcement Task 3 of Chapter
IT corresponds to Task 1 of the present chapter. On both tasks, Algorithm 4
performed best, followed by Algorithms 5, 8, and 9, all of which performed better
that Algorithm 1, which in turn performed better than Algorithms 2 and 3. The
two new algorithms added in this chapter, Algorithms 10 and 11, fell in with the

last group of poorest performing algorithms.

Tasks 3 and 4: Reinforcement-Level Asymmetry. On Tasks 3 and 4, when
stimulus #2 occurs, the expected value of reinforcement is always high, and when
stimulus ! occurs, the expected value of reinforcement is always low. These tasks
differ from Tasks 1 and 2 only in that the expected value of the reinforcement

is unbalanced in this way. This asymmetry in the treatment of stimuli is called
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reinforcement-level asymmetry. Nonassociative tasks that differ from each other
in a similar way are discussed in Chapter Il as unbalanced-reinforcement tasks.
Ignoring for the moment generalization between stimuli, Tasks 3 and 4 of this

chapter are much like a combination of Tasks 1 and 2, and 4 and 5, respectively,

of Chapter II.

In the experiments of Chapter II, Algorithm 4 performed the best of all al-
gorithms on the balanced-reinforcement tasks (Tasks 3 and 6) and poorly on the
unbalanced-reinforcement tasks (Tasks 1, 2, 4, and 5). Algorithm 4’s performance
in this chapter is similar. The upper graph of Figure 21 shows that whereas Algo-
rithm 4 performed best of all algorithms on the balanced-reinforcement tasks (Tasks
1 and 2) of this chapter, it performed very poorly on the tasks with reinforcement-
level asymmetry (Tasks 3 and 4), which are unbalanced-reinforcement tasks. Al-
gorithm 5’s performance is also similar to its performance in Chapter II. In both
cases, Algorithm 5 performed about as well as Algorithms 8 and 9 on the balanced-
reinforcement tasks and and significantly worse on the unbalanced-reinforcement
tasks. Overall the conclusions of Chapter II regarding reinforcement-comparison
mechanisms are confirmed: these mechanisms, at least as implemented in Algo-
rithms 8 and 9, significantly improve performance on unbalanced-reinforcement

tasks, and do not degrade performance on balanced-reinforcement tasks.

On Tasks 3 and 4 the expected value of reinforcement varies more with
the stimulus presented than with the action selected. This reinforcement-level
asymmetry poses a particular challenge to reinforcement-comparison algorithms.
Reinforcement-comparison algorithms that compare successive reinforcement lev-
els without regard to the stimuli presented had a difficult time with these tasks,
as illustrated by the poor performance of Algorithms 6 and 7 shown in Figure 21.
Algorithms 6 and 7 clearly performed much worse than Algorithm 5, which is not
a reinforcement-comparison algorithm, and much worse than Algorithms 8 and 9,

which are more sophisticated reinforcement-comparison algorithms.
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The performance of the binary-reinforcement Algorithms 1, 2, and 3 on Tasks
1 and 3 was similar to the performance of the corresponding algorithms of Chapter
II. Algorithms 2 and 3 performed very poorly on both tasks. Algorithm 1 achieved
an intermediate performance level, significantly better than Algorithms 2 and 3,

but significantly worse than Algorithms 5, 8, and 9.

Tasks 6 and 6: Reinforcement-Spread Asymmetry. On Tasks 5 and 6 the
difference in expected value of reinforcement for the two actions is much larger
for one stimulus than it is for the other. For stimulus 7!, the expected value of
reinforcement is .1 higher when the correct action is chosen than when the incorrect
action is chosen. For stimulus #2, the expected value of reinforcement changes by
.3 depending on whether the correct or the incorrect action is selected. These
tasks are asymmetrical in the spread between their expected reinforcement levels

for correct and incorrect actions.

In a task with reinforcement-spread asymmetry it is more important for the
learning system to learn the correct action for one stimulus than for the other. A
learning algorithm generally learns more rapidly when the reinforcement spread
is large than when it is small. Because of this, reinforcement-spread asymmetry
tends to cause the correct action for one stimulus (in this case, stimulus 72) to
be learned much more rapidly than that for the other. When the two stimuli are
similar, the more rapid learning to one stimulus generalizes strongly to the other.
When two different actions must be learned to the two stimuli, generalization from
the more rapidly learning stimulus may overwhelm learning to the other stimulus

and cause the incorrect action to become associated with it.

One gets a sense of which algorithms are susceptible to this difficulty by com-
paring their relative performance rankings on Tasks 5-6 and Tasks 1-2. It is not

meaningful to compare the absolute performance of algorithms between these pairs
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of tasks. On the one hand, Tasks 5-6 might be expected to be more difficult than
Tasks 1-2 because of reinforcement-spread asymmetry. On the other hand, Tasks
5-6 might be expected to be easier than Tasks 1-2 because, for one stimulus, the
reinforcement spread is larger than in Tasks 1 and 2, which should result in faster
learning. Overall it is not possible to predict with certainty which pair of tasks will

be the more difficult.

The changes in the relative performance rankings of algorithms from Tasks 1-
2 to Tasks 5-6 suggest the following conclusions. First, Algorithm 4 is strongly
affected by the reinforcement-spread asymmetry. Whereas on Tasks 1 and 2 it per-
formed the best of all algorithms, on Tasks 5 and 6 it performed significantly worse
than Algorithms 5, 8, and 9. Second, all the binary-reinforcement algorithms (1,
2, 3, 10, and 11) perform significantly worse than the better performing algorithms
(5, 8, and 9). Algorithm 10 performed significantly better vis-a-vis Algorithms 2,
3, and 11 on Task 5 than it did on Task 1, but its performance was still very poor.

The effect of reinforcement-spread asymmetry on the performance of Algo-
rithms 5, 8, and 9 is less clear. On Tasks 1 and 2 all three algorithms performed
equally well. On Task 5, Algorithm 8 performed better than 5 and 9, but only the
improvement over Algorithm 5 is statistically significant. On Task 6, Algorithms

5 and 8 both performed significantly better than Algorithm 9.

Tasks 7 and 8: Stimulus-Frequency Asymmetry. On Tasks 7 and 8 one
stimulus is presented 3 times as frequently as the other. Learning about the more
frequently presented stimulus generally occurs more rapidly than learning about
the other, simply because there is more experience with it. This asymmetry in
learning rate can lead to an overwhelming of the more slowly forming association
by generalization from the faster one, as discussed above for reinforcement-spread

asymmetry.
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The effect of stimulus-frequency asymmetry on the performances of the vari-
ous algorithms was very similar to the effect of reinforcement-spread asymmetry.
Algorithm 4 was strongly affected, performing significantly worse than Algorithms
5, 8, and 9, whereas it was the best performer on Tasks 1 and 2. On Task 7, the
binary-reinforcement algorithms (1, 2, 3, 10, and 11) produced strikingly similar
performances to those they produced on Task 5. Algorithm 1 was best, performing
at the same level as Algorithm 4. Algorithm 10 was again significantly better than

Algorithms 2, 3, and 11, but still performed poorly.

The effect of stimulus-frequency asymmetry on Algorithms 5, 8, and 9 is un-
clear. Recall that on Tasks 1 and 2 these three algorithms performed equally well.
On Task 7 their performances fell in the same rank order as they did on Task 5
(8 then 9 then 5), but here none of the differences are statistically significant. On
Task 8, Algorithms 8 and 5 performed better than Algorithm 9, but only Algorithm

8’s performance is significantly better.

Tasks 9 and 10: Stimulus-Intensity Asymmetry. On Tasks 9 and 10 one of
the two stimuli is 3 times as intense as the other (the two stimuli are given in (11)),
whereas in Tasks 1 and 2, the stimuli have the same intensity (see (10)). This is

the only difference between Tasks 9 and 10 and Tasks 1 and 2.

Stimulus-intensity asymmetry also causes learning to occur more rapidly for
one stimulus than for the other. All learning algorithms considered in these ex-
periments use a multiplicative term ( z;[t]) that depends on the intensity of the
stimulus presented. Larger changes are thus made in the action-association vector
w on those steps on which the more-intense stimulus vector occurs than on those
steps on which the less-intense stimulus vector occurs. As with stimulus-frequency
asymmetry and reinforcement-spread asymmetry, asymmetry in the rate of learn-

ing creates the danger of the more slowly forming association being overwhelmed
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by generalization from the faster one.

The results on Tasks 9 and 10 were similar to those on Tasks 3-8. Algorithm
4 was again strongly affected by the asymmetry, performing significantly worse
than Algorithms 5, 8, and 9, whereas it was the best performer on Tasks 1 and
2. Algorithm 1 performed almost exactly the same as Algorithm 4. The other
binary-reinforcement algorithms (2, 3, 10, and 11) performed the worst on these
tasks. Although Algorithms 5, 8, and 9 maintained the same ordering (8 then 5

then 9) there are no significant differences between them.

Tasks 11 and 12: Combined Asymmetries. Tasks 11 and 12 combine all
four of the asymmetries present individually in Tasks 3-10. Reinforcement-level
asymmetry, reinforcement-spread asymmetry, stimulus-frequency asymmetry, and
stimulus-intensity asymmetry are combined in such a way that their effects are
additive rather than subtractive. As discussed above, each of these asymmetries
results in learning to one stimulus proceeding at a more rapid rate than learning
to the other stimulus. In Tasks 11 and 12, the favored stimulus with respect to all

=2

three asymmetries is Z2. Stimulus Z? is presented with greater frequency, with

greater intensity, and has a greater reinforcement spread, than stimulus #1.

The experiments involving Tasks 11 and 12 ran for many more steps (see Table
3) than the experiments involving other tasks. One reason for this is that Tasks 11
and 12, since they combine four asymmetries, were expected to be more difficult
than Tasks 1-10. However, Tasks 11 and 12 contain weaker forms of them than
are present in Tasks 3-10. In addition, the random component of reinforcement
for the continuous-reinforcement task (Task 12) has a smaller standard deviation
(0 = .025 instead of 0 = .1), and the reinforcement spreads for the binary-

reinforcement task (Task 11) are larger. These differences make both tasks easier.

The real motivation behind the design of Tasks 11 and 12 is to investigate the
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convergence behavior of the algorithms. These tasks were designed not to see how
rapidly learning proceeds, but to test the ability of various algorithms to ultimately
choose the correct actions. This is why the experiments with these tasks were run

so many more steps than the others.

The results on Tasks 11 and 12 are not included in the summary figure, but
are shown in Figures 19 and 20. The experiments appear to have been run long
enough for all algorithms to show the performance levels to which they would have
converged, with the exception of Algorithm 2 on Task 11 and Algorithm 5 on
Task 12. All the other algorithms appear to converge to one of two performance
levels, shown as dashed lines in each graph. The higher of the two performance
levels indicated by dashed lines is the maximum possible performance level on
these tasks. This performance level is achieved if the correct action is chosen with
probability one for both stimuli. Algorithms 1, 5, 8, and 9 appear to converge
to this performance level on Task 11, and Algorithms 8 and 9 appear to converge
to this performance level on Task 12. Task 12 appears not to have been run long
enough for Algorithm 5 to converge. The highest performance level for Algorithm 5
was significantly lower than that of Algorithm 8 and 9. Most likely, this Algorithm
also converges to the optimal performance level on this task, but converges more

slowly than Algorithms 8 and 9.

The lower of the two dashed lines shown in each graph indicates the perfor-
mance level achieved if action O is selected with probability one in response to
both stimuli. This action is the better action in response to one stimulus but
the poorer action in response to the other. Convergence to this performance level
thus indicates a failure to discriminate between the two stimuli. The performances
of Algorithms 3, 4, 10, and 11 appear to converge to this level on Task 11, and

Algorithm 4 also appears to converge to this level on Task 12.

These results on Tasks 11 and 12 do not prove convergence or lack of con-
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vergence for any algorithm. Algorithms that appear to converge to one of the
performance levels indicated may actually converge to slightly different levels. Al-
gorithms that fail to converge during these experiments, or that appear to converge
to a suboptimal level, may in fact converge to the optimal performance level if suf-
ficiently small & values are used and the experiments are run long enough. The
only way to definitively prove such convergence is by mathematical analysis. These
results do, however, strongly suggest what the results of such an analysis might be

and provide practical indications of how the algorithms are likely to perform.

General Discussion

There are a number of similarities between the results of this chapter’s experi-
ments and those of Chapter II. Here, as there, the algorithms designed purely for
binary-reinforcement tasks (Algorithms 1, 2, 3, 10, and 11), with the exception
of Algorithm 1, performed uniformly poorly across tasks. In the experiments of
both chapters, Algorithm 1 performed better than the other binary-reinforcement
algorithms, but performed clearly worse than Algorithms 5, 8, and 9. In both
chapters, Algorithm 4 varied in its performance across tasks, performing best on
a few, poorly on a few, and significantly worse than the best algorithms on the

others.

As anticipated, the algorithms that simply compare current and immediately
preceding reinforcement levels (Algorithms 6 and 7) performed comparatively much
worse on these associative-learning tasks than on the nonassociative tasks of Chap-
ter II. These algorithms performed much worse than Algorithms 5, 8, and 9 on the

tasks of this chapter.

The best performing algorithms across tasks in this chapter were Algorithms 5,

8, and 9. It is not entirely clear which of these was best. Of the three, Algorithm
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9 performed significantly better on Tasks 3 and 4, but also performed significantly
worse than Algorithm 8 on Tasks 8 and 10, and significantly worse than both
Algorithms 5 and 8 on Task 6. The only completely clear ordering that can be
made among these three algorithms is that Algorithm 8 performed better than
Algorithm 5. Algorithm 8 performed as well or better than Algorithm 5 on every
task, and significantly better on Tasks 3, 4, 5, and 10. In addition, both Algorithm
8 and Algorithm 9 performed significantly better than Algorithm 5 on Tasks 11
and 12.

Whether Algorithm 8 or Algorithm 9 is the better algorithm apparently de-
pends on the nature of the task. Although Algorithm 8 out-performed Algorithm
9 on all tasks except Tasks 3 and 4, it is possible that “real life” learning tasks
resemble Tasks 3 and 4 more closely that any of the other tasks considered. Each
of these tasks is a special case, and no attempt has been made to characterize
what a real “typical case” might look like. However, the fact that on these tasks
Algorithm 8 makes a serious bid for the title of best performer is significant in light
of the results of Chapter II, in which Algorithm 8 was strictly inferior or equal to
Algorithm 9. Somehow the change from nonassociative to associative tasks makes

Algorithm 8 a better performer vis-a-vis Algorithm 9.

Since Algorithm 5 is strictly inferior to Algorithm 8 in its performance on this
chapter’s tasks, these results corroborate the results of Chapter II with regard to
reinforcement-comparison algorithms; in the experiments of both chapters the best

performing algorithms across tasks are reinforcement-comparison algorithms.

As discussed earlier, and as is illustrated by the poor performance of Algorithms
6 and 7, construction of a satisfactory reinforcement-comparison algorithm for as-
sociative learning is not a trivial task. The difficulties may be part of the reason
researchers have avoided reinforcement-comparison algorithms, even for some types

of nonassociative learning. In this regard, the excellent performance of the more
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sophisticated reinforcement-comparison algorithms, Algorithms 8 and 9, is partic-
ularly important. It demonstrates that algorithms can be designed for associative
learning that can benefit from the advantages of a reinforcement-comparison mech-
anism. The advantages of reinforcement comparison can be obtained in associative-

learning tasks as well as in nonassociative-learning tasks.

Perhaps the most important result of the experiments described in this chap-
ter is the poor performance of Algorithm 4. Not only does Algorithm 4 perform
much worse than Algorithms 5, 8, and 9 on all tasks involving any form of stimulus
asymmetry, but the results of Tasks 11 and 12 suggest that this algorithm is un-
able to discriminate stimuli properly. On Tasks 11 and 12 this algorithm appears
to converge to the incorrect choice of action and remain there. Yet Algorithm 4
appears to be the most straightforward implementation of the basic principle of
associative reinforcement learning using the linear-mapping approach. In fact, of
the algorithms considered here, Algorithm 4 is the algorithm most nearly like that
of Farley and Clark (1954), which is one of the few associative reinforcement learn-
ing algorithms using the linear-mapping approach that has been computationally
investigated. This also appears to be essentially the algorithm informally discussed
by Minsky and Selfridge (1961). The failure of this common-sense rule to produce
effective learning in all but the simplest situations suggests that associative re-
inforcement learning involves subleties that were not recognized by early Al and

cybernetic researchers.



CHAPTER IV

DELAYED REINFORCEMENT

The experiments of preceding chapters concern learning tasks in which actions
affect only the reinforcement received on the following time step. Henceforth such
tasks are referred to as smmediate-reinforcement tasks. Tasks in which some of the
effects of an action on reinforcement are delayed by two or more time steps are
called delayed-reinforcement tasks. In a delayed-reinforcement task, r[t+1] may

depend on any of y[t], y[t — 1], y[t-2], ....

Our interest in delayed reinforcement stems from the fact that difficult temporal
credit-assignment problems are almost always partially due to delayed reinforce-
ment. A major reason for the difficulty in assigning credit for the outcome of
a chess game, for example, is the potentially great delay between critical moves
and the outcome. Any task in which reinforcement is influenced by sequences of
actions involves delayed reinforcement. Further, the whole point of secondary re-
inforcement mechanisms (see Chapter I) is to reduce delays between actions and

reinforcement.

Delayed reinforcement is important enough as an isolated topic with respect to
the overall aims of this dissertation to justify a chapter devoted to it. Accordingly,
the tasks investigated in this chapter are such that they offer no opportunities for
secondary reinforcement. Instead, this chapter deals with more elementary issues:

the effect of delay on learning rate, and the extension of the results and algorithms

92
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of preceding chapters to the case of delayed reinforcement.

It is the uncertasnty that usually accompanies delayed reinforcement, rather
than the delay itself, that creates a difficult temporal credit-assignment problem.
If reinforcing events are always delayed by a fixed amount known @ priort, then the
design of the learning system can take the delay into account, and credit assignment
need not be more difficult than it is with immediate reinforcement. On the other
hand, if the length of delay is not known e priors, then uncertainty about the causal
relationship between action and reinforcement is created, making temporal credit

assignment genuinely more difficult.

The recency and frequency heuristics studied in this chapter are conventionally
thought of as “general but weak” methods, as opposed to the knowledge-rich “spe-
cific but powerful” methods that are central to much of modern Al. The intention
in studying these heuristics has not been to dispel this conventional assessment,
but to establish and detail it experimentally. The results reported here are not
surprising ones; they are roughly what one might expect. Their importance is
primarily in confirming and demonstrating what would otherwise be presumption,

and in detailing the magnitude and generality of the various phenomena.

Eligibility Traces

One cannot expect to find algorithms that completely eliminate the temporal
credit-assignment problems caused by delayed reinforcement. One can, however,
attempt to find learning algorithms whose performance degrades gracefully as un-
certainty due to delay between action and reinforcement is increased. As is shown
below, the algorithms considered in previous chapters do not learn effectively on de-
layed-reinforcement tasks. How can they be modified to improve their performance

on such tasks?
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Assume for the moment that there is available a heuristic reinforcement sig-
nal # that already incorporates reinforcement-comparison mechanisms, but whose
evaluations are delayed. Assume that a complete record of all past actions and
stimuli is also available. How is credit for the reinforcement received at the current
time to be allocated to past behavior? Clearly there are many heuristics that could
be used to assign credit differentially to some of that behavior more than the rest.
Here we consider two of the most general heuristics for assigning credit in the face

of delayed reinforcement, those of frequency and recency.

According to the frequency heuristic, one assigns credit to past decisions accord-
ing to how many times they occurred. If one action had been made once in response
to a particular stimulus in the time preceding reinforcement, and another action
had been made twice, then the second action, according to the frequency heuristic,
is twice as likely to have caused the reinforcement and thus deserves twice as much
credit for it. According to the recency heuristic, one assigns credit for current
reinforcement to past actions according to how recently they were made. Credit
assigned should be a monotonically decreasing function of the time between action
and reinforcement, approaching zero as this time approaches infinity. One way of
doing this is to assign credit according to an exponentially decreasing function A¥

of the number k of time steps elapsing between action and reinforcement.

The following learning rule combines the frequency heuristic and an exponen-
tially decaying recency heuristic:

t—1

wilt + 1] = wilt] + a #lt +1)(1— X)) et — K], (14)
k=0
for t >0 and ¢t =1,...,n, where W[t] = (w;[t],..., w,[t]) is the vector of action-

association weights (mapping stimuli to actions), e;[t] is the eligibility of its ith
component (as discussed in Chapter III), « is a positive learning-rate parameter,
and #[t + 1] is heuristic reinforcement. The eligibility e;[t] can be regarded as the

credit that should be assigned to w; for a “unit credit” assigned to the behavior
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at time ¢. A¥ is the credit that should be assigned, according to an exponential
recency heuristic, to the behavior at time ¢t — k given that a unit reinforcement
is received at time ¢+ 1. The product #[t + 1]Ake;[t — k| therefore is the credit
due to the behavior at ¢ — k that should be assigned to w; given #[t + 1]. The
frequency heuristic is implemented in this rule by summing up the credit due to
the behavior at all past times. The term (1—A) in the learning rule normalizes the
sum. If X is near 1, then the credit assigned to an action decreases slowly as the
time between it and reinforcement increases; if A is near 0, then credit decreases
rapidly. For A =0, (14) reduces to the form used in the learning rules of Chapter
ITI. Henceforth, § =1 - A.

Equation 14 implements frequency and recency heuristics by means of an expo-
nentially decaying backwards-averaging kernel. It is reasonable to regard a kernel
of this general form as appropriate for learning situations in which nothing specific
is known about underlying cause and effect relationships. Alternatively, it might
be justifiable to assign credit according to an inverted-U shaped function of the
time between action and reinforcement as suggested by Klopf (1972, 1982). This
choice could be regarded as reflecting the distribution of the durations of the feed-
back pathways in which the learning system is embedded. In general, one would
expect learning performance to improve to the extent that the shape of this ker-
nel incorporates task-specific knowledge about the temporal relationship between
cause and effect. Ideally, perhaps, the kernel should resemble the cross-correlation
of the action and reinforcement processes. In the research reported here, no at-
tempt has been made to use any knowledge of this type, even though some amount
of such knowledge is likely to be available about specific environments. Nor have
algorithms been considered for adaptively adjusting the form of the kernel (e.g.,
by adjusting A, or by estimating the action/reinforcement cross-correlation), but

such methods have obvious utility.

A major advantage of the exponential decay form of the recency heuristic is
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that it allows the sum in (14) to be computed iteratively. For any time sequence e;,
let & denote the time sequence resulting from the application of a trace operator

to e;, defined as follows:

t—1
&lt] = (11— X)) Nee;lt — &,
k=0
for t > 0, €[0] = 0. An algorithm for iteratively computing this trace can be

derived as follows:

B = (1~ ) Y Meeit —
k=0

t—2 (15)
= (1= Ne[f] + (1= A) ) AF+left — 1 — k]
k=0
= (1 — A)e;[t] + A&t — 1],
for ¢ > 0. Although it requires only a single memory variable per component of
w, the above iterative algorithm is equivalent to remembering all past behavior

and then applying frequency and exponential recency heuristics as in (14). The

algorithm given by (15) is a standard discrete-time recursive linear filter.

When e¢; is an eligibility time sequence as defined in Chapter III, we call g
an eligibelity trace. All algorithms of this chapter update @ by (14), which can be

rewritten using &; as:
w;[t + 1] = w;[t] + a 7]t + 1]g;[t]. (16)

When A =0 (6 = 1), & reduces to e;, and (16) reduces to the same form as
used in the algorithms of Chapter III. The term eligibility will be used to refer to
& when it is used as in (16). The even-numbered algorithms of this chapter (4,
8, and 10) define ¢;[t] as (y[t] — %)x,- [t], and the odd-numbered algorithms (5, 9,
and 11) define ¢;[t] as (y[t] — «[t])z;[t] , where y[t] € {0,1} is the action taken
at time ¢, =[t] is the probability that y[t] = 1, and z;[t] is the ith component
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of the stimulus vector at time t. Otherwise, the algorithms differ only in the
reinforcement-comparison mechanism used in forming #, the subject considered

next. Table 6 summarizes all of this chapter’s algorithms.

The recency and frequency heuristics embodied in eligibility traces make only
weak assumptions about the length and nature of the delay between action and
reinforcement. If more information is known a priors or can be learned, it could
in many cases be built into a more sophisticated eligibility-trace mechanism. Such
methods could contribute to easing the problems introduced by delayed reinforce-
ment, but are beyond the scope of this dissertation. It is likely that such enhance-
ments would be compatible with the heuristic-reinforcement mechanisms that are

the primary focus in this dissertation.

Reinforcement Comparison Under Delayed Reinforcement

The reinforcement-comparison algorithms of preceding chapters can be viewed
as constructing a reinforcement signal # by comparing the primary reinforcement

r with a predicted reinforcement plt]:
flt + 1] = rft + 1] — p[t]. (17)

Any reinforcement signal such as this is called a heuristic resnforcement signal. As
discussed in Chapter III, the predicted reinforcement p[t] is computed from the
stimulus vector Z[t] by means of a resnforcement-association vector [t]:
%
plt] = D wilt]zt]. (18)

e=1

The reinforcement-association vector ¢’ is updated according to a variation of the



Table 6. Learning Algorithms of Chapter IV.

Algorithm Update Rule
45 w;[t + 1] = w;[t] + arlt + l&]i]
8,9 wi[t + 1] = w;[t] + ar]t + 1] - plt])a]t]

vilt + 1] = v;[t] + B(r[t + 1] - plt])2:¢]

10,11 wit + 1] = wi[t] + a(r|t + 1] - plt])e: ]

vilt + 1] = v;[t] + B(r[t + 1] — plt]) 2:[¢]

Where:
eilt] = (y[t] — %)zi[t],  for even numbered algorithms;
¢ (ylt] — =[t])2:[t], for odd numbered algorithms,

w0]=0, wlo]=0, ylffe{1,0}, «>0, B=.05 O0<q<l,

and #[t] is the probability that y[t|=1, given Z[t].

¥ 0, otherwise,

where glt] is a normally distributed random variable of mean 0 and standard deviation .1, and
L
slt] = wilt]zt].
i=1

plt] = f: TAERUR

i=1

For any time sequence, e.g., 2(t], z[f] is defined by

z[t] = (1 — 8)z[t — 1] + 52t z[0} =0, O0<d<L
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Widrow-Hoff rule (Widrow and Hoff, 1960):
v [t + 1] = y[t] + B #[¢ + 1]z;[¢], (19)

where v;[0] =0, and B is a positive constant. Since p[t] is an estimate of r[t+1],
#t + 1] = r[t + 1] — p[t] is an error term. This learning rule correlates these errors
with the stimuli that were present immediately before them and adjusts ¢ in such

a way as to reduce the error.

One way to generalize (19) to delayed reinforcement is to correlate the error #
with all preceding stimuli, weighted according to their frequency and their recency

in a manner similar to that discussed above for weighting past eligibilities:

t—1
vilt + 1) = y[t] + B+ 1)(1 — A) D Nexift — K
k=0
= y;[t] + B #[t + 1]Z;[t + 1],

(20)

where A, 0 < A < 1, is an exponential decay rate and Z%[t] is due to z;[t] via the

trace operator discussed above.

Equations (17), (18) and (20) constitute the mechanism used by Algorithms 8
and 9 of this chapter for constructing and updating their heuristic reinforcement
signal. Algorithms 4 and 5, on the other hand, use #[t| = r[t] and so do not require

the computation of predicted reinforcement.

The reinforcement-comparison mechanism of Algorithms 10 and 11 is based on
the idea that, on delayed reinforcement tasks, the prediction of reinforcement at
time ¢+ 1 should depend on all past stimuli rather than on just the stimulus at
time ¢. These algorithms compare primary reinforcement with a trace of the past

predicted reinforcement levels:

#it + 1) = rlt + 1] — plt]. (21)
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Algorithm 10 uses # as given by (21} both to update the action-association vector

@ by (16) and the reinforcement-association vector #' by (19).

Experiment 1: The Effect of Delay

In this experiment, 7 nonassociative tasks of varying delays are used to illustrate
how severely delayed reinforcement can influence the learning process. Each task is
a continuous-reinforcement task with a balanced reinforcement distribution. When
the correct action (Action 1) is taken, the expected value of reinforcement is +.1,
otherwise it is —.1. In either case, the reinforcement is chosen from a normal

distribution of standard deviation o, = .1.

The 7 tasks differ only in the length of the delay between the time of an action
and the time of delivery of the resultant reinforcement. Delays of 0, 5, 10, 15, 20,
25, and 30 time steps were used, where a delay of 0 means that r[t + 1] is due to
y[t], as in the tasks of preceding chapters, and a delay of 5 means that r[t + 1] is
due to y[t — 5], etc.

A major purpose of this experiment is to compare the difficulty of tasks as a
function of the length of the delay between action and reinforcement. Therefore,
care must be taken regarding the number of steps of each run. If each run ran 15
steps, then runs with a delay of 0 would include 15 reinforcements relevant to the
actions taken on the run, whereas runs with nonzero delays would include fewer.
Runs with delays of 15 or more would include no reinforcements relevant to the
actions taken. To ensure that the same number of relevant reinforcements were
delivered regardless of the delay, each run was extended beyond 15 steps by the
length of the delay. The runs with zero delay ran 15 steps, those with a delay of 5
ran 20 steps, etc. For those runs with a nonzero delay, the reinforcement for some

of the first steps (as many as the length of the delay) were not influenced by any
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action, and were zero.

Only Algorithms 4 and 5 were used in Experiment 1. As discussed above, these
two algorithms are straightforward extensions of the like-numbered algorithms of
Chapter III. They include exponentially decaying eligibility traces. If § were chosen
to be 1, then Algorithms 4 and 5 of the two chapters would be identical. For each
task, i.e., for each delay value, and for each of these two algorithms, 200 runs were
simulated for each combination of a range of values for the o and § parameters.
The a values used were the powers of two from 27! to 2!?, and the § values

used were the powers of 2 from 2° to 276.

The algorithms listed in Table 6 are all written as if they were associative-
learning algorithms in that they include an =z; factor dependent on the stimulus
in their eligibility factors. In the experiments of this chapter that involve nonasso-
ciative tasks, all vectors (#, ¥, and Z) were taken instead to be scalars, with the
stimulus z[t] always equal to 1. For example, with these changes, the nonassocia-

tive form of the update rule (16) is
wlt + 1] = wit] + a F[t + 1]e[t]
with

elt] = ylt+1]— 2%,  for even-numbered algorithms;
y[t + 1] — x[t], otherwise.

At the end of each run the probability of a correct choice on the next step
was computed. The average of this probability over 200 runs is the measure of

performance plotted in the graphs and discussed below.

By looking selectively at different parts of the large array of data generated
by this experiment, various issues regarding the effect of delayed reinforcement on
learning can be highlighted. The first issue is how well the algorithms without
eligibility traces perform on delayed-reinforcement tasks. Recall that when 6 =1

there are no traces; the algorithms are the same as those of the preceding chapters.
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Figure 22 plots performance versus delay for Algorithms 4 and 5 with § = 1.
In both cases the data are shown for a few representative values for a (a =
21,23,25 27 'and 2°). The data for Algorithm 4 are in the upper graph and the
data for Algorithm 5 are in the lower graph. Note how rapidly performance falls as
delay increases. For any nonzero delay these traceless algorithms performed only

at, or very near, chance level.

With exponentially decaying eligibility traces, the performances of Algorithms
4 and 5 degrade more slowly as delay length increases. Figures 23, 24, and 25
present the same data as in Figure 22, but from simulation runs with lower values
for 6, resulting in longer traces. While Figure 22 presents the performance of
Algorithms 4 and 5 for 5 values of o with § = 1, Figures 23, 24, and 25 plot the
corresponding performances for § = 27!, 274 and 279 respectively. Note that
even with traces, the performances of these algorithms drop sharply as the delay
between action and reinforcement increases. Tracescan make learning possible with

delayed reinforcement, but they cannot prevent it from becoming much slower.

Also note that although traces increase performance on the tasks with delayed
reinforcement, they tended to decrease performance on the immediate reinforce-
ment task. This trade-off is seen most clearly in Figure 26 which shows performance
as a function of delay for several different values of §. These graphs are all due to
a single value of a, a = 2%. Each curve shows the performance of the algorithm,
at this o« value, for the particular value of § that is marked near the curve. The
use of longer traces (smaller §’s) enabled considerable learning to take place even
at long delays. Note that the low-§ versions of each algorithm performed best
when reinforcement was delayed, and the high-§ versions performed best when

reinforcement was immediate.

If the delay length was known a priore, or could be learned, then this trade-off

could be avoided. The highest performance levels, obtained for the immediate-
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Figure 22. Effect of Delayed Reinforcement
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reinforcement task without traces, and shown in Figure 22, could then ideally be

obtained for all delay lengths.

Experiment 2: Sooner Is Better

According to the recency heuristic, the sooner a reinforcing event follows an
action the larger its effect in encouraging the action to recur. This heuristic in-
volves a danger of weighting quick reinforcement more heavily than is appropriate.
Experiment 2 was designed to demonstrate this danger for the recency heuristic as

embodied in eligibility traces.

Experiment 2 involved a single continuous-reinforcement task in which primary

reinforcement is defined by
rit+1]=.1y[t]+.2(1 -yt -2]),

for ¢ > 2, where y[t] € {0,1} is the action selected at time ¢. Both Actions 1
and 0 have positive influences on subsequent reinforcement, but whereas Action 0
has a +.1 influence on the immediately following reinforcement, Action 1 has a
+.2 influence on the reinforcement 2 steps later. If these two influences coincide,
then they add, and the resultant reinforcement is +.3. If neither influence applies
to a reinforcement value, then it is 0. There is no random component to the

reinforcement signal on this task.

If Action 1 were selected every time step, a reinforcement of 4.2 would occur
every time step, and if Action O were selected every step, a reinforcement of +.1
would occur every step. Action 1 is clearly the correct action in the long run,
but in the initial stages of learning when Actions 1 and 0 are both being tried
intermittently, Action 0 has some advantage because the reinforcement it causes is

delivered more quickly than that caused by Action 1.
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Does this asymmetry regarding the speed with which reinforcement is delivered
seriously disrupt either the speed of learning or the ability to select the better action
for some algorithms? To measure the extent of disruption, performance on this task
must be compared with that on a task without the asymmetry. One reasonable
such control task is that with the same reinforcement levels for the two actions,
+.1 and +.2, but with delays both equal to the length of the longer delay in the
asymmetrical task (2 time steps). This control task differs from the asymmetrical
one only in that one delay is lengthened from 0 to 2 steps. The results of Experiment
1 show that lengthening the delay under these conditions normally makes learning
more difficult. Therefore, if an algorithm performs better on the control task than
on the asymmetrical task, then it must be due to the removal of a harmful effect

of the asymmetry.

For both the control task and the asymmetrical task, simulations were run for
all 6 algorithms with each combination of a range of values for the parameters o
and 6. The a values used were the powersof 2 from 25 to 22. The § values used
were the powers of two from 20 to 27¢. For each task, algorithm, and parameter
setting, 500 runs of exactly 200 steps were simulated. At the end of the 200 steps
of each run, the probability x[201] of performing the correct action (Action 1) on
the next step was recorded. This probability was averaged over the 500 runs to
yield a measure of performance on each task for each algorithm at each parameter

setting.

Figure 27 plots the highest average performance level achieved with any of the
values of «a tried for each algorithm, & value, and for both the asymmetrical and
control tasks. The upper group of plots are due to performances on the control
task, and the lower group of plots are due to performances on the asymmetrical
task. The horizontal dashed line indicates the performance level attained if actions

are selected totally at random. This is also the initial performance level.
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EXP 2, SOONER IS BETTER
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Figure 27. Comparison of Algorithm Perfor-
mance with and without Delay Asymmetry.
The higher group of data points are performances
on the control task, and the lower group are perfor-
mances on the asymmetrical task. Each point rep-
resents the average performance level of a particular
algorithm with a particular eligibility trace length ( §
value), and with the a value at which performance
was best for that algorithm. Points due to the same
algorithm (with different § values) are connected by
lines; the numeric label indicates the associated al-
gorithm. The horizontal dashed line indicates the
chance performance level. Note that all algorithms
performed worse on the asymmetrical task than they
did on the control task.

All algorithms performed significantly worse on the asymmetrical task than
they did on the control task. The best performance of every algorithm on the
control task is significantly better (P < .01) than its best performance on the
experimental task. In addition, at each of the first four & values, where each
algorithm achieved its best performance, every algorithm performed significantly

better ( P < .01) on the control task than on the asymmetrical task. This strik-
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ingly poor performance by all algorithms on the asymmetrical task illustrates how

debilitating this asymmetry can be.

For 6 =1 and 6§ = % (the two highest § values), every algorithm performed
significantly worse ( P < .01) than the chance level. This indicates that algorithms
performed poorly on the asymmetrical task because they actually learned to choose
the wrong action. In these cases better performance would have been attained with

a learning-rate parameter of a = 0.

It is possible to mathematically determine the “critical value” for &, above
which the incorrect action is learned, and below which the correct action is learned.
As discussed earlier, the eligibility of an action decays as AF = (1—6)*, where k is
the number of time steps since the action. Since the effect of reinforcement on an
action is proportional to both the size of the reinforcement and the eligibility of the
action, the effect of a reinforcement of size r delayed by k time steps is r(1 —§)*.
Whether a quick, small reinforcement, or a slow, large reinforcement is the more
effective depends on which results in a larger value for r(1—6)*. The critical value
of &, therefore, is that at which (1 — §)* is equal for the two reinforcements. For

the reinforcement sizes and delays in Experiment 2, this value of § is that at which:
2(1-6)% =.1(1 - §)°.

Solving for § yields § = 1 — 1/1/2 = .293. Since the first two § values used in
Experiment 2 are above this value, and these are the cases in which the incorrect

action was learned, this value is consistent with the simulation results.

The primary result of this experiment is that ell algorithms performed poorly
in the face of different delay lengths for different actions. This experiment also
indicates some statistically significant differences between algorithms. In particu-
lar, the reinforcement-comparison algorithms and the algorithms using eligibility

factors involving y[t] ——% performed better than those without these characteristics.
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Experiment 3: Comparison of Algorithms on Nonassociative Tasks

Experiment 3 was essentially a repetition of the three continuous-reinforcement,
nonassociative tasks examined in Chapter II, but with delayed reinforcement. The

intent, as in Chapter II, was to compare the performance of the various algorithms.

Experiment 3 involved 3 tasks. On all 3 tasks reinforcement is delayed by &
time steps for both actions. On all tasks Action 1 is the better action. The tasks
are called “high,” “low,” and “middle” tasks, according to their distribution of
reinforcement values; The high and low tasks are unbalanced-reinforcement tasks,
and the middle task is a balanced-reinforcement task. On the high task, selection
of Action 1 results in reinforcement 5 steps later being +.2, whereas selection of
Action O results in it being +.1. The corresponding reinforcement values for the
low task are —.1 and —.2, and for the middle task, +.05 and —.05, for Actions
1 and O respectively. On all tasks reinforcement depends deterministically on the

action chosen.

For all three tasks, simulation runs were performed with all 6 algorithms with
each combination of a range of values for the parameters o and §. The a values
used were the powers of 2 from 272 to 2%. The § values used were the powers of
2 from 2° to 2~7. For each task, algorithm, and parameter setting, 200 runs of
exactly 200 steps each were simulated. At the end of the 200 steps, the probability
7[201] of performing the correct action (Action 1) on the next step was computed.
This probability, averaged over the 200 runs, is the performance measure used for

each combination of algorithm and parameter setting on each task.

Figures 28, 29, and 30 each summarize the data from one task of Experiment
3. Each point in these graphs represents the best performance level of a particular
algorithm at a particular 6 value on a particular task, i.e., the performance for

the a value at which performance was best.
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Figure 28. Algorithm Performance on the
High Task. Each point represents the best perfor-
mance of a particular algorithm with a particular 6
value. Points due to the same algorithm (with dif-
ferent 6 values) are connected by lines; the numeric
label indicates the associated algorithm. The hori-
zontal dashed line indicates the chance performance
level.

All the reinforcement-comparison algorithms performed better than all the non-
reinforcement-comparison algorithms on the high and low tasks. On the middle
task, Algorithm 5, a non-reinforcement-comparison algorithm, performed better
than reinforcement-comparison Algorithms 8 and 10. On this task, Algorithm 5
and the other two reinforcement-comparison algorithms, Algorithms 9 and 11, all
performed at the optimal level, so that any performance difference between them

was lost in a ceiling effect.

Recall that with § = 1, all algorithms become identical to those developed for

immediate-reinforcement tasks and studied in preceding chapters. The good per-
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EXPERIMENT 3, LOW TASK
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Figure 29. Algorithm Performance on the Low
Task. Each point represents the best performance
of a particular algorithm with a particular 6 value.
Points due to the same algorithm (with different §
values) are connected by lines; the numeric label
indicates the associated algorithm. The horizontal
dashed line indicates the chance performance level.

formance of the reinforcement-comparison algorithms, together with the fact that
in all cases their best performance was attained at a § value less than 1, provide
evidence that the new reinforcement-comparison algorithms have been generalized

properly for application to delayed-reinforcement tasks.

The performances of the algorithms using y[t] — #x[¢] in their eligibility factors
(Algorithms 5, 9, and 11), as contrasted to those using y[t] — %— (Algorithms 4,
8, and 10), were generally similar to that found in the experiments of Chapter
II. On the low and middle tasks those algorithms using y[t] — 7[t] were, in most
cases, clearly superior. On the high task, the y[t] — % algorithms were sometimes

clearly best. This pattern is similar to that found in Chapter II with immediate-
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EXPERIMENT 3, MIDDLE TASK
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Figure 30. Algorithm Performance on the
Middle Task. Each point represents the best per-
formance of a particular algorithm with a particular
6 value. Points due to the same algorithm (with dif-
ferent § values) are connected by lines; the numeric
label indicates the associated algorithm. The hori-
zontal dashed line indicates the chance performance
level.

reinforcement tasks. In both cases the combination of a reinforcement-comparison

mechanism and y[t] — «[¢] eligibility tended to improve performance in most cases.

In earlier experiments a test of statistical significance was applied to the dif-
ferences between the best performance levels of each algorithm. Applying such a
test to the data of this experiment would be extremely questionable, and it has
not been done. In this experiment, two parameters were varied, o and é, whereas
earlier experiments varied only one. To select the best performance level in this
experiment would involve a selection of the best from 104 levels, one for each com-

bination of values for o and §. Such a selection process, when carried out on such
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a scale, and when not taken into account in the statistical test, would make the

outcome of that test practically meaningless.

Experiment 4: Associative-Delay Asymmetry

The experiments of Chapter III measured the influence on performance of four
different kinds of asymmetry in the treatment of stimuli on associative-learning
tasks and attempted to relate performance differences among algorithms to features
of those algorithms. Delayed reinforcement creates the possibility for another type
of asymmetry between stimuli: reinforcement for an action chosen in response
to one stimulus may be delayed more than reinforcement for an action chosen in
response to a second stimulus. Experiment 4 adds this associative-delay asymmetry

to those of the preceding chapter.

Associative-delay asymmetry is not to be confused with the asymmetry inves-
tigated in Experiment 2 of this chapter. The asymmetry in Experiment 2 is an
action asymmetry rather than a stsémulus asymmetry. In Experiment 2’s asymmet-
rical task, the actions are treated differently, whereas in Experiment 4’s task, as in

the tasks of Chapter III, it is the stimuli that are treated asymmetrically.

Like most of the tasks of Chapter III, Experiment 4’s task involved two stimuli
presented at random with equal frequency. The two stimuli are similar and yet

have different optimal actions. The two stimuli are

1 0
=11 and #Z=11
0 1

Actions chosen in response to 72 influence reinforcement received on the next

step (i.e., immediately, no delay), and actions chosen in response to #! influence
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reinforcement received after a delay of 4 steps. In either case, actions have either a
+.1 influence on subsequent reinforcement or a —.1 influence. In response to #2,
Action 0 is the action with the positive influence; in response to #!, Action 1 is
the action with the positive influence. If influences from two actions in response to
two different stimuli both influence the same reinforcement value, their influences
sum, e.g., if y[t] = O is selected in response to Z[t] = 72, and y[t — 4] = 1 is
selected in response to Z[t — 4] = #!, then r[t + 1] is +.2. If a reinforcement
is not influenced by any previous action, it is zero. In this task reinforcement is

computed deterministically from the actions selected.

Simulations were run with all 6 algorithms with each combination of a range of
values for the parameters o and §. The a values used were the powers of 2 from
275 to 2%, and the § values used were the powers of 2 from 2% to 2~7. For each
algorithm and parameter setting, 200 runs of exactly 150 steps were simulated. At
the end of each run, the final weight vector w[151] was recorded. From this, the
probability of selecting each action in response to each stimulus and the expected
influence on reinforcement of the next action, was computed as described in Chap-
ter III. The expected influence of the next action on subsequent reinforcement is
a good measure of performance on a particular run. This measure was averaged
over the 200 runs to produce a performance measure for each algorithm with each

parameter setting.

Figure 31 summarizes the data from Experiment 4, showing only the per-
formance levels for the o« value associated with maximum performance for each
algorithm and é value. Algorithms 9 and 11 performed best, and were particularly
superior at low 6 values. Apparently, both reinforcement comparison and the use
of an eligibility factor including y[¢| — =[t], as opposed to ylt] — %, are necessary

for maximal performance on this task.
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EXP 4, ASSOCIATIVE DELAY ASYMMETRY
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Figure 31. Summaeary of Algorithm Per-
formance on a Task with Associative-Delay
Asymmetry. Each point represents the average
performance level of a particular algorithm with a
particular eligibility trace length ( § value), and with
the a value at which performance was best for that
algorithm. Points due to the same algorithm (with
different § values) are connected by lines; the nu-
meric label indicates the associated algorithm. The
horizontal dashed line indicates the chance perfor-
mance level.

Conclusions

Reinforcement-learning tasks with delayed reinforcement are much more diffi-
cult than corresponding tasks with immediate reinforcement because of the uncer-
tainty introduced as to which of the past actions caused each reinforcing event. The
algorithms studied in previous chapters were designed for immediate-reinforcement
tasks and are not effective on delayed-reinforcement tasks. However, by adding

exponentially-decaying eligibility traces, these algorithms can be modified so as to
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greatly improve their performance on delayed-reinforcement tasks. In selecting the
length of the traces one must accept a trade-off between performance on short-delay
tasks and performance on long-delay tasks. Trace durations appropriate for long
delays result in suboptimal learning rates on tasks with short delays. Whatever
trace durations are used, learning is always slower with longer delays than with
shorter delays. If the delay length were known or could be learned, this trade-off

could be avoided.

For algorithms with eligibility traces based on a recency heuristic, delayed re-
inforcement is less effective than immediate or less-delayed reinforcement. With
such algorithms, a small immediate reinforcement may be more effective in rein-
forcing behavior than a larger delayed reinforcement. Experiment 2 shows that all
algorithms considered here, even those using reinforcement-comparison techniques
and y[t| —x[t], are susceptible to this problem. On nonassociative tasks with equal
delays for both actions, the algorithms introduced in this chapter perform similarly
to the algorithms of Chapter II on immediate-reinforcement tasks. Overall, there
are advantages to both reinforcement-comparison mechanisms and to the use of a

y[t] — m[t] eligibility mechanism.

Finally, delayed reinforcement opens the possibility of a new type of asymmetry
between the treatment of stimuli in associative learning — the delay between action
and reinforcement may be different for actions in response to different stimuli.
Experiment 4 contrasted the ability of the various algorithms to deal with this
asymmetry on a task analogous to those studied in Chapter ITI. As in Chapter III,

reinforcement-comparison and y[t] — =x[t] algorithms performed best.

Although delayed reinforcement is a necessary property of any task with an
opportunity for secondary reinforcement, the tasks of this chapter were carefully
designed to offer no such opportunities. All tasks of this chapter either had no

stimuli or else stimuli that were presented at random. Opportunities for secondary
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reinforcement to be useful arise only when actions of the learning system affect
subsequent stimuli. These studies of delayed reinforcement without secondary

reinforcement provide a point of departure for the study of secondary reinforcement.



CHAPTER V

SECONDARY-REINFORCEMENT ALGORITHMS

In this chapter several temporal credit-assignment algorithms are discussed
that involve secondary reinforcement, i.e., that associate stimuli with forthcoming
reinforcement and then use the information provided by their occurrence to better
assign temporal credit. Among the algorithms discussed are a version of the algo-
rithm used by Samuel in his checker-playing program (Samuel, 1959), that used by
Witten in his adaptive controller (Witten, 1977), and a new algorithm called the
adaptive heuristic critic (AHC) algorithm. The algorithms and the problems they
solve are related to each other via the theoretical concept of an ideal reinforcement
signal, discussed in the first section below. In the final section of this chapter, a
range of apparently different algorithms are proven to all be equivalent to the AHC

algorithm by a choice of constants and rearrangement of terms.

Although not discussed here, related work has also been done by Holland (in
preparation), Booker (1982), and Hampson and Kibler (1982). Holland’s “bucket
brigade” appears to be closely related to the AHC algorithm, but is used within
a much more complex context. Booker has investigated the use of secondary rein-
forcement algorithms within the context of Holland’s “classifier systems” and “ge-
netic algorithm.” Hampson and Kibler have considered secondary-reinforcement
mechanisms along the lines of Samuel’s work for use in associative reinforcement

learning.

121
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The Ideal Reinforcement Signal

Reinforcement signals can vary in the quality of the evaluative information they
provide to the learning system. As has been seen in previous chapters, they can be
noisy, delayed, and unbalanced in their distribution of positive and negative values.
One can assume that in most problems the primary reinforcement signal is of low
quality in at least one of these respects. If one considers all the possible ways in
which a reinforcement signal can be of low quality, and then imagines a signal that
is ideal in all those respects, then one has the concept of the ideal reinforcement

signal.

The tdeal resnforcement signal is positive whenever the immediately preceding
action is better than average for the situation in which it was taken, and negative
whenever that action is worse than average. Its magnitude indicates how much
better or worse than average the immediately preceding action is. By the value of
an action, I mean a measure of its expected effect on future values of the primary
reinforcement signal. The ideal reinforcement signal indicates the value of the
selected action relative to the average of the values of all possible actions, each
weighted according to its probability of being chosen in the given situation. Since
these frequen<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>