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Initialize !θ arbitrarily
Repeat (for each episode):

!e = !0
s, a← initial state and action of episode
Fa ← set of features present in s, a
Repeat (for each step of episode):

For all i ∈ Fa: e(i)← e(i) + 1
Take action a, observe reward, r, and next state, s
δ ← r −

∑
i∈Fa

θ(i)
If s is terminal, then !θ ← !θ + αδ!e; go to next episode
For all b ∈ A(s):

Fb ← set of features present in s, b
Qb ←

∑
i∈Fb

θ(i)
δ ← δ + γ maxb∈A(s) Qb
!θ ← !θ + αδ!e
With probability 1− ε:

For all b ∈ A(s):
Qb ←

∑
i∈Fb

θ(i)
a← arg maxb∈A(s) Qb

!e← γλ!e
else

a← a random action ∈ A(s)
!e← 0

Figure 8.9: A linear, gradient-descent version of Watkins’s Q(λ) with binary
features, ε-greedy policy, and accumulating traces.


